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The R code for the variational greedy algorithm (VGA) using Algorithms 1, 2 and 3 are included

as part of the supplemental materials.

• To use VGA with Algorithm 1 where there is no hierarchical centering, run the code in ‘VGA

Alg 1 (no centering).R’ and use the function

greedy(y,X,W,V,U,vni,epm,M,IGa,IGb,sigdelp,sigbetap).

• To use VGA with Algorithm 2 when only Xi = Wi (partial centering), run the code in ‘VGA

Alg 2 (partial centering).R’ and use the function

greedyXW(y,X,W,V,U,vni,epm,M,IGa,IGb,sigdelp,sigbetap).

• To use VGA with Algorithm 3 when Xi = Wi = Vi (full centering), run the code in ‘VGA

Alg 3 (full centering).R’ and use the function

greedyXWV(y,X,W,V,U,vni,epm,M,IGa,IGb,sigdelp,sigbetap).

The arguments are as described below:

y is the N × 1 vector, y = (y1, ..., yn)

X is the N × p matrix, X = (XT
1 , ..., X

T
n )T

W is the N × s1 matrix, W = (W T
1 , ...,W

T
n )T

V is the N × s2 matrix, V = (V T
1 , ..., V

T
n )T

U is the n× d matrix, U = (u1, ..., un)T

vni is the n× 1 vector, vni = (n1, ..., nn)

M is the number of attempts to split up each component in the current mixture

model (we used M = 5 throughout the paper)

IGa IGb refers to the hyperparameters α and β respectively of the inverse gamma prior

IG(α, β). We used the same inverse gamma priors for σ2aj , σ
2
bj

, j = 1, ..., k and

σ2jl, j = 1, ..., k, l = 1, ..., g, fixing IGa as 2 and suggest taking IGb as

IGb <- 2*(fitdistr(lm(y~X-1)$residuals,‘t’,m=0,df=4)$estimate)^2

sigdelp is a positive constant such that Σδ is given by sigdelp×Id(k−1)

sigbetap is a positive constant such that Σβ is given by sigbetap×Ip

epm is the n× g matrix, epm =

[
κ11 ··· κ1g
...

. . .
...

κn1 ··· κng

]
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The output of greedy, greedyXW, and greedyXWV are two components dur and fitpre which

give the duration of fitting the mixture model and the variational approximation respectively. For

instance, if we let

mixturemodel <- greedy(y,X,W,V,U,vni,epm,M,IGa,IGb,sigdelp,sigbetap).

Then mixturemodel$dur gives the duration and mixturemodel$fitpre gives the variational ap-

proximation. We describe the notation used in the code for the components of the variational

approximation mixturemodel$fitpre below:

mubetaq p× k matrix such that µqβj is given by mubetaq[,j]

sigbetaq array of dimension k × p× p such that Σq
βj

is given by sigbetaq[j,,]

muaq n× s1 matrix such that µqai is given by muaq[i,]

sigaq array of dimension n× s1 × s1 such that Σq
ai is given by sigaq[i,,]

mubq s2 × k matrix such that µqbj is given by mubq[,j]

sigbq array of dimension k × s2 × s2 such that Σq
bj

is given by sigbq[j,,]

alpaq k × 1 vector such that αqaj is given by alpaq[j]

lamaq k × 1 vector such that λqaj is given by lamaq[j]

alpbq k × 1 vector such that αqbj is given by alpbq[j]

lambq k × 1 vector such that λqbj is given by lambq[j]

alpq g × k matrix such that αqjl is given by alpq[l,j]

lamq g × k matrix such that λqjl is given by lamq[l,j]

qp n× k matrix such that qij is given by qp[i,j]

mudelq d(k − 1)× 1 vector, µqδ
sigdelq d(k − 1)× d(k − 1) matrix, Σq

δ

lb variational lower bound L
lbadj estimated log marginal likelihood

The components of mixturemodel$fitpre may be extracted for instance by letting

VAfit <- mixturemodel$fitpre

and using VAfit$lb to obtain the variational lower bound and VAfit$mudelq to obtain µqδ.

Optional merge steps may be performed using the functions

• MLMMmerge(y,X,W,V,U,IGa,IGb,sigbetap,sigdelp,vni,epm,tol,fit,m1,m2,type)

if there is no hierarchical centering

• MLMMpmerge(y,X,W,V,U,IGa,IGb,sigbetap,sigdelp,vni,epm,tol,fit,m1,m2,type)

for the case of partial centering

• MLMMfmerge(y,X,W,V,U,IGa,IGb,sigbetap,sigdelp,vni,epm,tol,fit,m1,m2,type)

for the case of full centering
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where the arguments y, X, W, V, U, IGa, IGb, IGb, sigbetap, sigdelp, vni, epm are as described

previously and

tol is the tolerance. We set tol as 10−5 in the paper which implies that the variational

algorithm is terminated when the relative increase in the lower bound is less than

10−5.

fit refers to the variational approximation of the mixture model which contains clusters

that we want to merge.

m1, m2 refers to the clusters of the mixture model that we want to merge. Let m1 be the

larger cluster.

type if type=‘single’, only variational parameters of the component arising from the two

clusters being merged are updated. If type=‘all’, then variational parameters of all

components are updated. This option will take more computation time but is more

likely to result in an increase in the estimated log marginal likelihood after merging.

Examples on application of the VGA can be found in ‘Examples.R’. The first example is on

application of VGA using Algorithm 1 (no centering) to the time course data (Spellman et al.,

1998) in Section 7.1. The files required are ‘ORF DATA.txt’ and ‘CDC DATA.txt’ which may be

downloaded from http://www.molbiolcell.org/content/9/12/3273/suppl/DC1.

The second example is on application of VGA using Algorithm 2 (partial centering) to the com-

pletely synthetic data set (Yeung et al., 2003) in Section 7.2. The file required is ‘syn sine 5 mult1’

and may be downloaded from http://expression.washington.edu/publications/kayee/yeung

gb2003/ under the section on ‘4 repeated measurements (400 genes, 20 experiments): Low noise

data’.

The third example is on application of VGA using Algorithm 2 (partial centering) to the yeast

galactose data (Ideker et al., 2001) discussed in the Supplementary materials. The file required is

‘gal205.txt’ and may be downloaded from http://expression.washington.edu/publications/

kayee/yeunggb2003/ under the section on ‘Log ratio data with repeated measurements (with

missing data, tab-delimited text file)’.

The last example is on application of VGA using Algorithm 3 (full centering) to the water

temperature data in Section 7.3. The file required is ’temperature data’ provided by the Singapore

Delft Water Alliance and is available as part of the supplementary materials.
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