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VOCs and similar hydrocarbons are emitted by diverse sources related to O&G operations and are not steady over time, such as truck traffic, diesel-powered heavy equipment and generators, produced and flowback water, drill cuttings, gas venting, and condensate tanks (Adgate et al., 2014; Long et al., 2019). Once a potential well-development site is located, these activities occur in three distinct and sequential development phases and are followed by the production phase. (1) Drilling of the well, vertically and then usually horizontally, has emissions reflecting a mixture of well emissions and releases from other sources, primarily diesel engine combustion. (2) Hydraulic fracturing (“fracking”), where a fluid mixture is injected into the well at high pressures to create pathways for the flow of O&G to the surface, has emissions that include diesel fuel combustion and materials volatilized from chemicals in fracking liquids, ending with well plugging. (3) Flowback begins when each of the plugs is drilled through to enable flow of O&G and other fluids to the surface, and its emissions are primarily from flowback liquids emerging from the wells. After the development phase, emissions during production originate primarily from condensate tanks, but also from vapor-recovery equipment. The time to complete an O&G activity, and therefore the period of exposure to any emissions produced, is variable because it depends on the type of O&G exploration (vertical or horizontal), drilling distance, characteristics of the basin, and practices of the operator (including re-fracking of older producing wells).

Acute health effects are assessed using 1-hour exposures, not 3 minutes. Further, AERMOD cannot model emissions and dispersion at time steps smaller than one hour, and so it typically expects 1-hour-average emission rates and outputs 1-hour-average (or longer) air concentrations. We did not assume that the 3-minute-average emission rates were sustained for a full hour; such an assumption might be extreme in some cases, leading to large overestimations or underestimations in air concentrations at the highest or lowest emission rates, respectively. The higher 3-minute-average emissions that CSU observed may have been short-lived times of peak emissions (e.g., several flowback collection tanks opened at the same time), and the lower emissions may have been short-lived times of low emissions (e.g., the process of laying down pipes during drilling). Without additional measurements, especially continuous measurements over longer periods of time, we cannot be certain about the frequencies and durations of particularly high and particularly low emission rates.

However, environmental concentrations and emission rates of chemicals have historically been shown to be well-represented by log-normal distributions (that is, the log of concentrations and emissions are normally distributed) (Ott, 1995). It is a common assumption in stochastic modeling, and it is non-negative and has a theoretical basis whenever the process is the result of several multiplicative random factors. Therefore, we assume that the emission rates are log-normally distributed (both the 3-minute- and 1-hour-average rates). Theoretically, the assumption is that the 1-hour-average emission rates are obtained by the mean of 20 3-minute-average samples taken consecutively within an hour, and that those averages are log-normally distributed, with a mean similar to that of the 3-minute distribution but with a lower variance (a tighter distribution with lower maximum rates and higher minimum rates).

Given the relatively small number of emission experiments and samples, the non-continuous nature of the experiments, and the wide variance in emission rates overall (both between sampling events and within the same hour when available), we made use of all the highest measured emission rates for each VOC from each sampling location and experiment. We assumed that there was no difference in the distribution of emission rates from one day or sampling event to another. We also assumed that the 3-minute-average emission rates are uncorrelated.

We detail below the steps for deriving the new distributions of 1-hour-average emission rates. Note that all specifications of “log” in this section represent the natural logarithm.

1. For a log-normal distribution with mean m and variance v, the underlying normal has:
				Eq. A.1
			Eq. A.2
The mean of 20 3-min samples will make up a 1-hour sample.

[The variance of the mean of 20 uncorrelated 3-minute samples] is 1/20 of [the variance of one mean 1-hour sample]. However, we reduce this by one degree of freedom due to the uncertainty in the mean of the distribution, which is calculated here rather than given or assumed (i.e., 1/19 rather than 1/20).

Let x represent a vector of 3-minute samples, with mean mx, standard deviation sx, and variance vx.

Let y represent the corresponding vector of 1-hour samples, assuming no correlation between 3-minute intervals used to arrive at them. Then it is expected to have:

					Eq. A.3
					Eq. A.4

Let mx_log and sx_log respectively be the mean and standard deviation of the underlying normal distribution for the 3-minute samples. Then:

			Eq. A.5
		Eq. A.6
Let my_log and sy_log respectively be the mean and standard deviation of the underlying normal distribution for the 1-hour samples. Then:

			Eq. A.7
		Eq. A.8

From the mean mx and standard deviation sx of vector x (a set of 3-minute sample data for a VOC), we can estimate the mean and standard deviation of the underlying normal distribution (using Eq. A.5 and A.6).

Using Eq. A.7 and A.8, we can calculate mean my and standard deviation sy of the underlying normal distribution for the corresponding mean 1-hour data y.

Using the above values, we can estimate the vector of mean 1-hour data y:

Each x value has a z-score, which is the number of standard deviations above or below the mean on the underlying normal, given by:

					Eq. A.9

The z-scores for the corresponding y values (samples from the distribution of 1-hour data) are:

				Eq. A.10

Due to the relatively small sample size for the 3-minute-average data, the means will sometimes be noticeably different between the 3-minute-average and derived 1-hour-average distributions. Maximum acute exposures in this study will typically coincide with the maximum emissions, and so we expect that maximum acute exposures and risks will tend to be several factors smaller using the 1-hour-average rates compared with 3-minute-average rates, which we believe is reasonable given the variable nature of O&G emissions and the assumed log-normal distribution.
We replaced each CSU-measured 3-minute-average emission rate with a 1-hour-average rate from the same part of the distribution. For example, for the drilling activity, if the 3-minute-average rate for benzene in the first experiment corresponded to the 25th percentile of the overall distribution of 3-minute-average benzene emission rates from drilling, then we replaced it with the 25th-percentile value from the corresponding distribution of 1-hour-average rates. This means that we do not extrapolate out beyond the maximum and minimum percentiles present in the 3-minute data.

As can be seen in Figure A-1 (showing just benzene, toluene, and xylenes because of their historical importance in O&G operations; McMullin et al., 2018), the means of the 1-hour-average rates and means of the 3-minute-average rates typically agree within about 10% for these VOCs (and generally across all VOCs and O&G activities, not shown). With the 1-hour-average rates, it still remains true that emissions were higher during well-development activities (drilling, fracking, and flowback) than during production (except for fracking in the NFR which was about the same or slightly lower), flowback has the highest emission rates for benzene, and drilling has the highest emission rates for toluene, though emissions of xylene are now highest during fracking in GC. As expected, the maximum 1-hour values are all lower than the maximum 3-minute values, typically by a factor of 2–3 for development activities and by a factor of about 4 for production, while the minimum values are several factors to several orders of magnitude higher (the same is generally true across all VOCs, not shown). As a result, the ranges of the 1‑hour-average rates decrease sometimes by more than a factor of 2 relative to those of the 3‑minute-averge rates, so that the maximum and minimum 1-hour-average rates differ by at least a factor of 2.6 for the VOCs shown in the figure, typically within a factor of ten but up to 2 orders of magnitude for toluene during O&G production.
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Figure A-1. 3-minute-average (“3-min”) and 1-hour-average (“1-hr”) emission rates (grams per second) for a subset of modeled VOCs (benzene, toluene, and xylene). The emission are stratified by region and oil-and-gas phase of activity. Though drilling emissions were measured only in Garfield County (GC), and production emissions were measured only in the Northern Front Range (NFR), those emissions were utilized in modeling in both regions. Emission rates for the three isomers of xylene (m, p, and o) were added together from each air-sampling event before plotting. Notes: The top and bottom of the bar are the maximum and minimum emission rate, while the dot inside the bar represents the mean.

The duration of each O&G activity varied in the dispersion modeling according to information provided by COGCC and O&G operators/supervisors in the GC and the NFR. As shown in Table A-1, activity durations varied by site, activity, and, in the case of horizontal drilling, the distance of drilling. One-mile horizontal drilling was the most common type of O&G setup in the NFR, while vertical drilling was the most common in GC. While the durations of drilling and fracking were generally similar at NFR and GC sites, flowback tended to last longer at GC sites.


Table A-1. Activity durations (per well) for oil-and-gas development dispersion simulations
	Location
	Type of drilling
	Horizontal drilling distance (miles)
	Prevalence of drilling type and distance 
	Average duration per well (days)

	
	
	
	
	Drilling
	Fracking
	Flowback

	Northern Front Range
	Vertical
	Not applicable
	30%
	3
	2.5
	1

	
	Horizontal
	1
	52%
	4
	2
	6

	
	
	1.5
	11%
	5
	3
	7.5

	
	
	2
	6%
	6
	4
	9

	
	
	2.5
	1%
	7
	5
	11.5

	Garfield County
	Vertical
	Not applicable
	85%
	4
	1
	13

	
	Horizontal
	1
	13%
	6
	2
	15

	
	
	2
	2%
	7
	4
	30



To simplify the exposure analysis, we prevalence-weighted these activity durations so that there was one duration per site, size of well pad, and O&G activity, as shown in Table A-2.

Table A-2. Oil-and-gas activity durations as a function of modeling site and size of well pad, for exposure simulations
	Size of well pad / number of wells
	Site
	Activity duration (days)

	
	
	Drilling
	Fracking
	Flowback
	All development in sequence
	Production1
	All activities in sequence1

	1 acre / 
1 well
	Northern Front Range
	4a,s
	2a,s
	5a,s
	11s
	10,957a,c
	10,968c

	
	Garfield County
	4a,s
	1a,s
	14a,s
	19s
	
	10,976c

	3 acres / 
8 wells 
	Northern Front Range
	32a,s
	16a,s
	40a,s
	88s
	
	11,045c

	3 acres / 
16 wells
	Garfield County
	64a,s
	16a,s
	224a,s
	304s
	
	11,261c

	5 acres / 
32 wells
	Northern Front Range
	128a,s
	64a,s
	160a,s
	352s
	
	11,309c

	
	Garfield County
	128a,s
	32a,s
	448a,c
	608c
	
	11,565c


Notes: Subscripts next to duration values indicate the timeframes of exposure that we assessed: a for acute, s for subchronic, and c for chronic.
1 We assessed oil and gas production only on 1-acre well pads. Following single- and multi-well development scenarios, the production phase is always 1 acre in our simulations.
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Supplementary Section B. Additional Information on Meteorological Data

In GC, O&G development occurs on plateaus, ridges, and in the Colorado River Valley. Because of differential wind flows and temperatures in these terrain environments, we used two surface meteorological data sets to best characterize emission dispersion. The Rifle Garfield County Airport station is strongly influenced by Colorado River valley flows, and the “BarD” data set, a plateau location located 24 km north of GC (in Rio Blanco County), has conditions influenced by higher terrain to its northeast and southwest. The O&G development area of the NFR generally consists of low rolling hills and river/tributary valleys. Since the NFR covers a considerable area, we identified two surface meteorological stations to best characterize emission dispersion in the vicinity of where most O&G development occurs: the Anheuser-Busch site influenced by ridge flows, and the Ft. St. Vrain site influenced by mountain/valley flows.

Table B-1 below shows characteristics of the meteorological data provided by CDPHE and used in the air-dispersion modeling analysis. Archived 1-minute-averaged wind records were used when available (March 3, 2005 through 2009) for processing the Rifle meteorological data. For the BarD and Ft. St. Vrain data sets, CDPHE utilized the available 15-minute-average wind data. For the Anheuser-Busch data set, CDPHE utilized cloud-cover observations from Stapleton Airfield as no on-site cloud cover or turbulence measurements were available. CDPHE utilized a minimum threshold wind speed of 0.2 m/s (0.2 m/s is the minimum wind speed that the AERMOD system will utilize for estimating boundary layer parameters), and they utilized the EPA-recommended “ADJ_U*” option with the Rifle, Ft. St. Vrain, and Anheuser-Busch data sets in order to address AERMOD’s tendency to overestimate air concentrations due to underestimating the surface friction velocity during light-wind, stable conditions (this was not needed for the BarD data set as it contained on-site turbulence measurements). If wind speed is less than the threshold, AERMOD does not determine an air concentration. Only the Rifle dataset had hours with wind speeds less than 0.2 m/s, with about 2% calm hours for which no concentrations were determined.


Table B-1. Characteristics of the meteorological datasets
	Study area
	Surface station
	Upper-air station
	Year(s) of data
	Number of hours with missing data (percent)

	
	Name
	Notes
	Latitude,
longitude
(degrees)
	Base elevation (meters)
	Frequency of wind data
	
	
	

	NFR

	Anheuser-Busch 
	Private-industry data set
	40.623,
-105.008
	1,532
	Hourly
	Denver (NWS)
	1988
	474 (5%)

	
	Ft. St. Vrain
	Private-industry data set
	40.244,
-104.873
	1,461
	15 minutes
	
	2009
	31 (<1%)

	Garfield County

	BarD
	Private-industry data set
	39.914,
-108.374
	2,055
	15 minutes
	Grand Junction (NWS)
	2002,2004
	118 (<1%)

	
	Rifle
	Rifle Garfield County Airport (NWS)
	39.524,
-107.727
	1,677
	1 minute
	
	2005–2009a
	1,155 (3%)


Note: NWS = National Weather Service
a Due to poor data availability at Rifle in January–February of 2005, we utilized data from January–February 2010 for that time period.

The Rifle Garfield County Airport station is strongly influenced by Colorado River valley flows (see annual-average wind-flow patterns in Figure B-1a), and the “BarD” data set, a plateau location located 24 km north of GC (in Rio Blanco County), has conditions influenced by higher terrain to its northeast and southwest (see annual-average wind-flow patterns in Figure B-1b).

The O&G development area of the NFR generally consists of low rolling hills and river/tributary valleys. Since the NFR covers a considerable area, we identified two surface meteorological stations to best characterize emission dispersion in the vicinity of where most O&G development occurs: the Anheuser-Busch site influenced by ridge flows (see annual-average wind-flow patterns in Figure B-1c), and the Ft. St. Vrain site influenced by mountain/valley flows (see annual-average wind-flow patterns in Figure B-1d).
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Figure B-1. Annual wind roses for (a) Rifle, Colorado (Garfield County valley site; 2005–2009), (b) BarD (Garfield County ridge-top site; 2002 and 2004), (c) Anheuser-Busch (a Northern Front Range site; 1988), and (d) Ft. St. Vrain (a Northern Front Range site; 2009). Notes: Plot made using WRPLOT View, by Lakes Environmental Software. Winds are shown as “blowing from”. m/s = meters per second.
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Benzene is a ubiquitously occurring VOC and is one of many contaminants emitted by O&G development and production operations. Over the years, a number of regulatory agencies have proposed health-protective criteria for inhalation exposure to benzene. Unfortunately, the bulk of the human data associated with short-term exposures is not well-suited to establishing acute exposure criteria for the general population. Reasons include 

uncertainty in the measurement of exposure concentrations, 
uncertainty in exposure duration and frequency, 
incomplete evaluation of potential adverse outcomes, and 
limited statistical power associated with small numbers of subjects. 

Also, most studies have been conducted in adult populations and provide little information regarding potential effects in more sensitive life stages.

For these reasons, recent efforts to establish protective acute criteria have used animal study results as the basis for their derivation (OEHHA 2014; TCEQ 2015). As more evidence became available that the blood-forming (hematopoietic) organs are the “critical” (most sensitive) targets of benzene toxicity, a number of studies were conducted to investigate the nature and dose-response relationships for these effects in adult animals, pregnant females, and their offspring. We summarize in Table D-1 the studies that have been evaluated for use in the derivation of health criteria.


Table D-1. Effects of short-term benzene exposure on blood-forming tissues in rodents
	Study
	Species, strain, sex
	Exposure levels (ppm)
	Exposure duration and frequency
	Animals per treatment group (N)
	Critical effect
	Selected POD for derivation of health criteria
	Selected as basis for health criteria

	Rozen et al. (1984)
	Adult male C57Bl mice
	0, 10.2, 21, 100, 301
	6 h/d, 6 d
	10
	Significantly reduced peripheral lymphocytes, femoral B-CFUs, B-lymphocytes
	LOAEL (10.2 ppm)
	TCEQ (primary study)

	Keller and Snyder (1988)
	Pregnant Swiss Webster mice
	0, 5.1, 9.9, 20.4
	6 h/d, gestational days 6-15
	10
	Peripheral early nucleated RBCs (%) in two-day old male and female neonates
	LOAEL (5.1 ppm), significant trend
	OEHHA

	Dempster and Snyder (1991)
	Adult male DBA/2J mice
	0, 10.3
	6 h/d, 5 d
	10
	Significantly reduced femoral CFU-E colonies, impaired CFU-E expansion 
	LOAEL (10.2 ppm)
	TCEQ (supporting study)

	Corti and Snyder (1996)
	Adult male and female (virgin and pregnant) Swiss Webster mice
	0, 10.2
	6 h/d, 10 d
	10
	Significantly altered femoral CFU-E colonies in adult males (decreased), adult females (increased), and fetal or adult males exposed in utero (decreased)
	LOAEL (10.2 ppm)
	TCEQ (supporting study)


Notes: h = hour, d = day; ppm = parts per million; POD = point of departure; RBC = red blood cell; LOAEL = lowest observed adverse effect level; TCEQ = Texas Commission on Environmental Quality; OEHHA = California Office of Environmental Health Hazard Assessment.

These studies focus on identifying low-dose effects on the hematopoietic system, and two studies include experiments on pregnant animals and fetuses exposed in utero. Thus, they are more likely to identify “critical” effects occurring during sensitive early life stages. However, none provide definitive information related to acute (1-hour) impacts; all reported effects in animals after exposures of six hours per day for multiple days. 

This situation is not unprecedented; health-protective criteria often must be derived from non-ideal data. Standard procedures in such cases include

1. methods for “adjusting” the data from the exposure duration used in the critical study to the relevant exposure duration,
conversions to adjust for differences between animal and human doses for a given exposure, and
use of uncertainty factors (UFs) based on professional judgement to account for differences between animal and human sensitivity, and variability in sensitivity among humans. 

Different agencies have different policies regarding how these adjustments are made, and the approaches depend on factors including the severity of the effect being protected against and the degree of conservatism (risk aversion) that is to be built into the criteria in their intended uses. It is not surprising, therefore, that TCEQ and OEHHA have promulgated criteria which differ considerably, even though they are based on the same group of studies. 

TCEQ has promulgated two criteria values for acute (1-hour) exposures to benzene. The TCEQ acute inhalation Reference Value (ReV) has been set at 180 ppb (0.18 parts per million [ppm]) while the acute ESL is set at 54 ppb. The ReV is defined as, “an estimate of an inhalation exposure concentration or oral exposure dose, respectively, for a given duration to the human population (including susceptible subgroups) that is likely to be without an appreciable risk of adverse effects", and TCEQ policy calls for its use in formal risk assessment. An ESL is calculated as 30% of the ReV and is used in screening assessments to trigger more in-depth analyses. 

In contrast, OEHHA has established an acute Reference Exposure Level (REL) of 8 ppb (0.008 ppm) for 1-hour exposures to benzene. The REL is defined, similar to the TCEQ ReV, as, “an exposure that is not likely to cause adverse health effects in a human population, including sensitive subgroups, exposed to that concentration […] for the specified exposure duration on an intermittent basis.”

In our assessment of O&G operations, we are faced with a decision regarding how to define a 1‑hour, acute benzene benchmark with regard to adverse health effects to nearby residents. Given the difference between the TCEQ and OEHHA criteria, we elected to review the underlying analyses supporting both values. 
The EPA has also promulgated a 1-hour Acute Exposure Guideline Level (AEGL) for benzene of 5,200 ppb. We have chosen not to employ that value in our assessment because it is intended to protect against "discomfort, irritation, or certain asymptomatic, non-sensory effects…”; that is, it does not consider potential long-term consequences of acute exposures.

In the below section, we analyze the TCEQ and OEHHA criteria derivations, specifically the key studies used, adjustments made for exposure duration and dosimetry, adversity of critical effects, and UFs. In subsequent sections, we present our judgments on the TCEQ and OEHHA criteria derivations, discuss a sensitivity analysis we conducted, and summarize this review. References cited are listed thereafter.

[bookmark: _Ref495061857][bookmark: _Toc496700744]Technical analyses of TCEQ and OEHHA criteria derivations

[bookmark: _Toc496700745]After reviewing the supporting documents for the TCEQ and OEHHA criteria (OEHHA 2014; TCEQ 2015), we identified the issues discussed in the below subsections.

Selection of critical and supporting studies.  TCEQ chose to use data from the Rozen et al. (1984) study (a 10.2-ppm lowest observed adverse effect level [LOAEL] in adult mice) as the basis for ReV calculation. 

OEHHA, in contrast, used data from the Keller and Snyder (1988) study (a 5.1-ppm LOAEL in two-day neonates) as the critical endpoint for REL calculation. Despite the fact that significant effects were only seen in the two-day neonates, and not in older offspring of exposed dams, it does not appear that the effect seen in the neonates is an artifact. The observed temporary decrease in peripheral early nucleated red blood cells (RBCs) can be explained as an effect of benzene on fetal blood formation (which occurs in the liver), which then is compensated for at later ages by hematopoiesis in bone marrow.

[bookmark: _Ref533058174]Adjustment for exposure duration.  As noted previously, none of the studies in adults or pregnant female mice allow for direct assessment of the impacts of 1-hour benzene exposure. 

In their derivation of the acute ReV, TCEQ chose to adjust the reported 6-hour daily exposure (from the Rozen et al. 1984 study) to an equivalent 1-hour exposure. This is appropriate for non-developmental effects, where time-integrated exposure may be an appropriate index of effect. In addition, the variation of Haber’s law (employing the cube of exposure duration) applied by TCEQ results in a substantially lower human-equivalent exposure concentration than if a more conventional Haber’s law correction (based on the product of concentration and time) had been used.

In contrast, OEHHA identified the critical effect in the Keller and Snyder (1988) study as “developmental,” that is, involving some process during an unspecified crucial period of fetal growth and differentiation. For developmental effects, the argument for time-adjustment of exposures is much less clear-cut, since the observed impairment may have occurred at any time during the exposure period. It seems reasonable to accept that the critical effect is indeed developmental, not only based on Keller and Snyder (1988) but also on supporting data from Corti and Snyder (1996) who reported persistent effects in offspring of exposed pregnant dams. 

Dosimetric adjustment.  Both TCEQ and OEHHA employed the same approach to adjusting animal exposures to equivalent human exposures. The regional gas dose ratio (RGDR) approach involves correcting for differences in absorption rates (reflected by air-blood partitioning coefficients) across the two species. If the animal partition coefficient is similar to or larger than that for humans, the default approach is to assume a ratio of 1.0 (EPA 1994). Both state agencies employed this approach. However, in the absence of validated models, neither agency attempted to adjust for differences in specific ventilation rates (ventilation/minute per kilogram body weight) across the two species. This is understandable, but available data indicate that specific ventilation rates may be as much as 5-fold greater in mice than in “typical” humans. Thus, similar exposure concentrations might be expected to result in larger doses per body weight for mice than for humans, and not correcting for this difference may have resulted in an added degree of conservatism for the 1-hour TCEQ and OEHHA benzene benchmarks.

Adversity of the critical effects.  None of the studies in Table D-1 report overt “adverse” effects of benzene in experimental animals; that is, no clear effects on mortality or morbidity were seen. Rather, the critical effects identified in these studies are precursor effects, such as decreased levels of circulating blood cells, which are considered “early biomarkers of benzene-induced hematotoxicity” (TCEQ 2015). Abnormal hematological values alone do not constitute an adverse effect, but in human populations they can be indicators or precursor effects for more serious, clinical adverse effects, including leukemia (ATSDR 2007; OEHHA 2014).

Both TCEQ and OEHHA derived acute benzene benchmarks based on these precursor effects. The underlying rationale for their selection as critical is reasonable because precursor effects may develop into adverse effects. However, using LOAELs for precursor effects as points of departure (PODs) for health-criteria derivation is somewhat at odds with current practice and may have resulted in an additional level of conservatism in the derived criteria (see next subsection).

[bookmark: _Toc495065537][bookmark: _Toc495065556][bookmark: _Toc495065617][bookmark: _Ref495062919][bookmark: _Toc496700749]Values of uncertainty factors.  As noted above, UFs are commonly employed in health-criteria development to assure that an adequate level of health-protectiveness is achieved by taking into account the nature of the POD, animal-human differences, and human variability. A substantial amount of effort has been expended in developing supporting rationales for specific UF values; modern practice is to employ UFs only where specific sources of uncertainty cannot be adequately quantified. 

Unfortunately, the database supporting specific UF values for acute effects is much less well-developed than that for chronic exposures. In deriving their ReV, TCEQ employs an aggregate UF value of 100, composed of the three individual UF values itemized below.

1. An approximate UF=3 (the square root of 10) for using a LOAEL.
While a UF value of 10 for using a LOAEL is often selected, TCEQ argued that the data from supporting studies (including Keller and Snyder 1988) support the use of a lower value (3) in this case.
UF=3 for interspecies (animal-human) differences.
1. The value of 3 for animal-human differences is lower than commonly employed, but TCEQ argued that it is reasonable since the default dosimetric correction had been employed. As noted above, the actual dosimetric difference between animals and humans (based on specific ventilation differences) may also support this choice.
UF=10 for intraspecies (human) variability.
1. TCEQ’s selection of 10 for the human-variability UF is a routine default and is consistent with the endpoint they selected being observed in adult animals.

OEHHA, in contrast, employed a composite UF value of 600, composed of the three individual UF values itemized below.

1. UF=3 for using a LOAEL.
UF=2 and 3, respectively, for the toxicokinetic and toxicodynamic differences between animals and humans.
UF=10 and 3, respectively, for toxicokinetic and toxicodynamic variability within the human population. 
1. Using more than a total factor of 10 for human variability is uncommon; OEHHA suggests that this choice is justified by findings of large toxicokinetic variability, associated with genetically determined metabolic differences, in several human populations.

[bookmark: _Ref495063661][bookmark: _Toc496700750]Evaluation of criteria derivation

Having reviewed the approaches taken by TCEQ and OEHHA in deriving acute hazard criteria for benzene, the judgements described below are supported by the data.

It is reasonable to select the two-day neonate results from Keller and Snyder (1988) rather than use the results of Rozen et al. (1984). The data from Keller and Snyder (1988) have the additional advantage that they are suitable for benchmark-dose (concentration) analysis.
Given the developmental nature of the selected endpoint, using a large correction for duration of exposure is probably not justified. (Since TCEQ identified their endpoint as non-developmental, however, some form of correction may be appropriate.) 
Because the reduction in early nucleated RBCs seen in Keller and Snyder (1988) is a precursor effect (not accompanied by demonstrated effects on the health or survival in experimental animals), current best practices suggest that a relatively large reduction in RBC counts should be used in benchmark-concentration modeling. Since the level of reduction that would be biologically significant is not known, a change of 1 standard deviation from controls (rather than 0.5 standard deviations) would be appropriate. Identifying a benchmark concentration as the POD for criteria derivation obviates the need for a UF for the use of a LOAEL.
Given the likely conservative nature of the RGDR correction, an additional large UF to account for differences between animal and human toxicokinetics does not appear justified. 
Because the critical study was performed in pregnant animals, with fetuses representing a presumed sensitive population, default adjustments are appropriate for toxicodynamic differences between animals and humans (UF = square root of 10, or approximately 3) and among humans.
While a large UF of 10 for toxicodynamic variation in humans has been proposed by OEHHA, it is not clear that this value is adequately supported by the available data; while the variability in human benzene metabolism may indeed by large, it is by no means clear that this uncertainty points toward a more conservative UF value. 

Based on these considerations, it appears that the acute health criteria derived by TCEQ (180 and 54 ppb) are not acceptably health protective, primarily owing to the duration adjustment used to calculate human-equivalent 1-hour concentrations. Similarly, the OEHHA UF of 10 for human toxicokinetic variability is very conservative, and it results in a criterion value (8 ppb) that is too far-removed from the human-equivalent concentration (600 fold) to be very reliable. 

Roughly speaking, the effect of the TCEQ duration adjustment was to increase the criteria by about 3 fold compared to criteria derived using a more conventional adjustment method. Use of the cubic time-exposure adjustment model (see previous section on adjustment for exposure duration) resulted in an adjustment factor of approximately 1.8, compared to the 6-fold adjustment that would have resulted from a simple (linear) Haber’s law correction. Similarly, reduction to the square root of 10 of the OEHHA UF for human toxicokinetic variability would increase their acute criterion value by 3.2 fold. 

Replicating the TCEQ criteria calculations, substituting the 6-fold Haber’s law adjustment, yields a “modified” ReV of 53 ppb and a “modified” ESL of 16 ppb. Similarly, reducing the UF for human variability from 10 to 3.2 in the OEHHA criterion derivation gives a “modified” REL of approximately 26 ppb. That is, criteria values converge to the range of about 16–50 ppb. 

[bookmark: _Ref495064563][bookmark: _Toc496700751]Sensitivity analyses

We have also conducted limited sensitivity analyses of acute-criteria derivation for benzene based on different PODs, duration adjustments, use of LOAELs versus a calculated benchmark concentration-low (BMCL), and different approaches to defining UF values. Because these calculations are all based on the same data sets used by TCEQ and OEHHA, it is not surprising that the range of results (calculated criteria values) are close to the “modified” values given above. Table D-2 shows an example analysis in which we derived an acute criterion based on the BMCL from Keller and Snyder (1988), with no duration adjustment (since the critical endpoint is developmental) and mostly standard default UF values. The resulting criterion value is approximately 26 ppb, close to the “modified” OEHHA value discussed above. Similar analyses, based on the LOAEL from Rozen et al. (1984), depending on the specific values for duration adjustments and UFs that are applied, also yield criteria values in the range of 30–60 ppb. 


Table D-2. Example acute criteria derivation based on the BMCL from Keller and Snyder (1988)
	[bookmark: _Toc496700755][bookmark: _Toc514756778][bookmark: _Toc514771252][bookmark: _Ref495064565][bookmark: _Toc496700752]Element
	Value
	Comment

	POD (ppm)
	1.61
	1.0 standard deviation BMCL (Exp2 model) based on Keller and Snyder (1988)

	Duration adjustment (1-hour)
	NA
	(developmental effect; default = no Haber's law correction)

	Dosimetry adjustment:
	
	

	Ventilation/kg
	1
	(Even though mouse ventilation rate/kg is higher than in humans)

	Absorption/partitioning
	1
	Default, defensible RGDR method (EPA 1994)

	UF (LOAEL)
	NA
	Because a BMCL is used as the POD

	UF (interspecies):
	
	

	PK
	2.0
	Relatively low value because of likely animal-human differences in inhalation dosimetry 

	PD
	3.2
	< 10 because endpoint is measured at sensitive life stage

	UF (intraspecies):
	
	

	PK
	3.2
	Default

	PD
	3.2
	Default

	Acute Criterion:
	0.026
	ppm

	
	26
	ppb


Notes: kg = kilogram; PK = pharmacokinetic adjustment; PD = pharmacodynamics adjustment; POD = point of departure; BMCL = benchmark concentration-low; UF = uncertainty factor; LOAEL = lowest observed adverse effect level; ppm = parts per million; ppb = parts per billion; RGDR = regional gas dose ratio; NA = not applicable.

Note that our estimated acute benzene HQs would have been 6-fold lower if we had selected the TCEQ ReV, or 4-fold higher if we had selected the OEHHA REL.

[bookmark: _Ref529948741]Summary

Based on the analyses presented here, we conclude that the data support a 1-hour health screening value of 30 ppb for benzene exposure. In applying this value in our assessment, the intent is to provide a high but reasonable degree of protectiveness. This is assured by selection of a precursor effect (in a sensitive life stage) as the POD, using a BMCL instead of a LOAEL, and the inclusion of appropriate UF values to account for potential differences between experimental animal and humans and variability within the human population.

Because of the many sources of uncertainty and variability in its derivation, the numerical criterion value is associated with a high degree of uncertainty. One-hour exposures above this value should not be construed to automatically indicate that adverse health effects will occur; rather, frequent exposures above 30 ppb and isolated exposures far above this value need to be evaluated in more detail (with regard to meteorological conditions and exposure assumptions) to adequately evaluate the degree of hazard and health risk. 
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[bookmark: _Toc514756779][bookmark: _Toc514771253][bookmark: _Toc526962548][bookmark: _Toc527375813]Table E-1. Hazard-index groups for each chemical
	Chemical
	Chronic groups
	Subchronic groups
	Acute groups

	1,2,3-trimethylbenzene
	neurotoxicity, hematological, respiratory*  
	neurotoxicity, hematological, respiratory*
	neurotoxicity

	1,2,4-trimethylbenzene
	neurotoxicity, hematological, respiratory*  
	neurotoxicity, hematological, respiratory*
	neurotoxicity

	1,3,5-trimethylbenzene
	neurotoxicity, hematological, respiratory
	neurotoxicity, hematological, respiratory*
	neurotoxicity

	1,3-diethylbenzene
	systemic#
	systemic#
	unassigned

	1,4-diethylbenzene
	systemic
	systemic
	unassigned

	1-butene
	systemic
	--
	systemic

	1-pentene
	systemic
	--
	systemic

	2,2,4-trimethylpentane
	respiratory**
	neurotoxicity, systemic
	neurotoxicity

	2,3,4-trimethylpentane
	respiratory**
	neurotoxicity, systemic
	neurotoxicity

	2,3-dimethylpentane
	systemic, neurotoxicity
	neurotoxicity, systemic
	neurotoxicity

	2,4-dimethylpentane
	systemic, neurotoxicity
	neurotoxicity, systemic
	neurotoxicity

	2-ethyltoluene
	systemic
	systemic
	unassigned

	2-methylheptane
	systemic
	neurotoxicity, systemic
	neurotoxicity

	2-methylhexane
	systemic, neurotoxicity
	neurotoxicity, systemic
	neurotoxicity

	3-ethyltoluene
	systemic
	systemic
	unassigned

	3-methylheptane
	systemic
	neurotoxicity, systemic
	neurotoxicity

	3-methylhexane
	systemic, neurotoxicity
	neurotoxicity, systemic
	neurotoxicity

	4-ethyltoluene
	systemic
	systemic
	unassigned

	benzene
	hematological
	hematological
	hematological

	cis-2-butene
	systemic
	--
	systemic

	cis-2-pentene
	systemic
	--
	systemic

	cyclohexane
	developmental, hepatotoxicity, neurotoxicity
	developmental, neurotoxicity
	unassigned 

	cyclopentane
	respiratory**
	neurotoxicity, systemic
	unassigned

	ethane
	--
	--
	--

	ethene
	hepatotoxicity
	--
	hepatotoxicity

	ethylbenzene
	developmental
	sensory‡ , developmental
	sensory

	isobutane
	neurotoxicity
	--
	respiratory, neurotoxicity

	isopentane
	neurotoxicity
	neurotoxicity, systemic
	neurotoxicity

	isoprene
	neurotoxicity, hematological
	--
	developmental, sensory

	isopropyl benzene
	nephrotoxicity, endocrine***
	systemic 
	unassigned 

	m+p-xylene
	neurotoxicity
	neurotoxicity, hematological
	respiratory, neurotoxicity

	methylcyclohexane
	unassigned
	neurotoxicity, systemic
	unassigned

	n-butane
	neurotoxicity
	--
	systemic

	n-decane
	systemic, immune
	--
	sensory, hematological

	n-heptane
	neurotoxicity, systemic
	sensory‡
	neurotoxicity

	n-hexane
	neurotoxicity
	neurotoxicity
	neurotoxicity, endocrine

	n-nonane
	neurotoxicity
	neurotoxicity
	neurotoxicity

	n-octane
	respiratory**
	neurotoxicity, systemic
	neurotoxicity

	n-pentane
	neurotoxicity
	systemic
	neurotoxicity

	n-propylbenzene
	nephrotoxicity, endocrine
	systemic
	unassigned

	o-xylene
	neurotoxicity
	neurotoxicity, hematological
	respiratory, neurotoxicity

	propane
	--
	--
	--

	propene
	respiratory**
	--
	--

	styrene
	neurotoxicity
	--
	respiratory, neurotoxicity

	toluene
	neurotoxicity
	neurotoxicity
	neurotoxicity

	trans-2-butene
	systemic
	--
	systemic

	trans-2-pentene
	systemic
	--
	systemic


[bookmark: _Toc514756780][bookmark: _Toc514771254][bookmark: _Toc526962549][bookmark: _Toc527375814]Notes: * = histological changes in the lung (alveoli); **= histological changes in the nasal cavity; *** endocrine = increased adrenal weight; **** endocrine = hypothalamic-pituitary-adrenal axis changes; # = effect seen in critical study was change in organism weight or weight gain; ‡ = ototoxicity; unassigned = promulgating authority does not identify the critical effects (usually Effects Screening Levels from the Texas Commission on Environmental Quality).


Table E-2. Chemicals for each hazard-index group
	Exposure duration
	Group
	Chemical(s)

	Acute
	Developmental
	isoprene

	
	Endocrine
	n-hexane

	
	Hematological
	benzene; n-decane

	
	Hepatotoxicity
	ethene

	
	Neurotoxicity
	1,2,3-trimethylbenzene; 1,2,4-trimethylbenzene; 1,3,5-trimethylbenzene; 2,2,4-trimethylpentane; 2,3,4-trimethylpentane; 2,3-dimethylpentane; 2,4-dimethylpentane; 2-methylheptane; 2-methylhexane; 3-methylheptane; 3-methylhexane; isobutane; isopentane; m+p-xylene; n-heptane; n-hexane; n-nonane; n-octane; n-pentane; o-xylene; styrene; toluene

	
	Respiratory
	isobutane; m+p-xylene; o-xylene; styrene

	
	Sensory
	ethylbenzene; isoprene; n-decane

	
	Systemic
	1-butene; 1-pentene; cis-2-butene; cis-2-pentene; n-butane; trans-2-butene; trans-2-pentene

	
	Unassigned
	1,3-diethylbenzene; 1,4-diethylbenzene; 2-ethyltoluene; 3-ethyltoluene; 4-ethyltoluene; cyclohexane; cyclopentane; isopropyl benzene; methylcyclohexane; n-propylbenzene

	Subchronic
	Developmental
	cyclohexane; ethylbenzene

	
	Hematological
	1,2,3-trimethylbenzene; 1,2,4-trimethylbenzene; 1,3,5-trimethylbenzene; benzene; m+p-xylene; o-xylene

	
	Neurotoxicity
	1,2,3-trimethylbenzene; 1,2,4-trimethylbenzene; 1,3,5-trimethylbenzene; 2,2,4-trimethylpentane; 2,3,4-trimethylpentane; 2,3-dimethylpentane; 2,4-dimethylpentane; 2-methylheptane; 2-methylhexane; 3-methylheptane; 3-methylhexane; cyclohexane; cyclopentane; isopentane; m+p-xylene; methylcyclohexane; n-hexane; n-nonane; n-octane; o-xylene; toluene

	
	Respiratory
	1,2,3-trimethylbenzene; 1,2,4-trimethylbenzene; 1,3,5-trimethylbenzene

	
	Sensory
	ethylbenzene; n-heptane

	
	Systemic
	1,3-diethylbenzene; 1,4-diethylbenzene; 2,2,4-trimethylpentane; 2,3,4-trimethylpentane; 2,3-dimethylpentane; 2,4-dimethylpentane; 2-ethyltoluene; 2-methylheptane; 2-methylhexane; 3-ethyltoluene; 3-methylheptane; 3-methylhexane; 4-ethyltoluene; cyclopentane; isopentane; isopropyl benzene; methylcyclohexane; n-octane; n-pentane; n-propylbenzene

	Chronic
	Developmental
	cyclohexane; ethylbenzene

	
	Endocrine
	isopropyl benzene; n-propylbenzene

	
	Hematological
	1,2,3-trimethylbenzene; 1,2,4-trimethylbenzene; 1,3,5-trimethylbenzene; benzene; isoprene

	
	Hepatotoxicity
	cyclohexane; ethene

	
	Immune
	n-decane

	
	Nephrotoxicity
	isopropyl benzene; n-propylbenzene

	
	Neurotoxicity
	[bookmark: OLE_LINK1]1,2,3-trimethylbenzene; 1,2,4-trimethylbenzene; 1,3,5-trimethylbenzene; 2,3-dimethylpentane; 2,4-dimethylpentane; 2-methylhexane; 3-methylhexane; cyclohexane; isobutane; isopentane; isoprene; m+p-xylene; n-butane; n-heptane; n-hexane; n-nonane; n-pentane; o-xylene; styrene; toluene

	
	Respiratory
	1,2,3-trimethylbenzene; 1,2,4-trimethylbenzene; 1,3,5-trimethylbenzene; 2,2,4-trimethylpentane; 2,3,4-trimethylpentane; cyclopentane; n-octane; propene

	
	Systemic
	1,3-diethylbenzene; 1,4-diethylbenzene; 1-butene; 1-pentene; 2,3-dimethylpentane; 2,4-dimethylpentane; 2-ethyltoluene; 2-methylheptane; 2-methylhexane; 3-ethyltoluene; 3-methylheptane; 3-methylhexane; 4-ethyltoluene; cis-2-butene; cis-2-pentene; n-decane; n-heptane; trans-2-butene; trans-2-pentene

	
	Unassigned
	methylcyclohexane


[bookmark: _Ref529956041]


Supplementary Section F. Assessment Uncertainties and Sensitivities
[bookmark: _Ref528588293][bookmark: _Toc521397683]
With respect to the input parameters we used and the modeling methodology we employed throughout the assessment, we made a number of choices or assumptions that must be accounted for in order to correctly interpret the numerical risk estimates. Two aspects of the modeling need to be understood: 

1. The overall “uncertainty” of the results, which may include contributions from both known data gaps/uncertainty/variability in the modeling and unknown factors which affect the accuracy of risk results, and
The potential for under- or over-estimation of health risks.

In some parts of the analysis, we used methods that are known, based on past experience, to be “conservative”—that is, they tend to produce exposure or risk estimates that are higher than “central-tendency” values might be. A good example is in the toxicological evaluation of VOCs, where UFs are applied where data are equivocal, to provide a high degree of assurance that HQs and HIs are health-protective. Some parts of the modeling, in contrast, do not have much built-in conservatism but are associated with a high degree of uncertainty. An example is the estimation of VOC emissions; owing to the relatively small number of data points for each chemical, the ranges of estimated emissions in any given hour can be very large. 

Tables F-1 and F-2 serve as summaries of the uncertainties and sensitivities in this assessment, focusing on the key parameters and methods, along with the qualitative estimates of their potential influence on the simulated risks. We use the definitions below for these qualitative estimates of potential influence:

High: potential influence ≥ half an order of magnitude (approximately ≥ 3 fold) 
Medium: potential influence of about 2 fold to half an order of magnitude 
Low: approximately ≤ 2-fold potential influence

These estimates should be interpreted with caution since the numerical ranges of the low, medium, and high categories are somewhat arbitrary. In some cases, the “High” category of uncertainty can be much greater than 3 fold, and uncertainty tends to be higher in the case of acute exposures because of both the large variability in hourly emissions and the limited nature of the data sets supporting the health criteria. Factors affecting the magnitude and uncertainty of risk estimates include both “known unknowns” and “unknown unknowns”— these correspond roughly to “sensitivity” and “uncertainty,” respectively, as discussed below. 

Table F-1 provides a qualitative estimate of the influence on the simulated health risk estimates in the assessment from various data gaps, uncertainties, and variabilities in the input data and methodologies. We have used color-coding for ease of readability, with purples and reds corresponding to higher potential influence and oranges and yellows corresponding to lower potential influence on health risk estimates. It is important to understand that the influence of the identified factors is generally not the same for estimated acute, subchronic, and chronic health risks. As noted above, we expect the numerical uncertainty in acute HIs and HQs to be considerably greater than for the subchronic and chronic time periods, because of both the conservative modeling methods (e.g., using maximum hourly exposures) and the greater uncertainty associated with the choice of acute health-criteria values. 


Table F-1. Qualitative summary of the potential influence on modeled risks from data gaps, uncertainties, and variabilities in input data and methodologies
	[bookmark: _Ref528588295][bookmark: _Toc521397684]Input data, method, or model used
	Description of data gap, uncertainty, or variability
	Qualitative estimate of the potential influence on modeled risks
	Comment

	Emission rates of the selected VOCs 
	· derivation of emission rates using the tracer-ratio method
· representativeness of the sampled emission rates (limited in number) of real emission rates across O&G operations in GC and the NFR
· non-continuous nature of the air sampling 
	High
	

	Hazard/risk estimation methods
	· commonly occurring chemicals excluded from risk characterization (non-hydrocarbons [aldehydes, ketones, alcohols, sulfur- and nitrogen-containing compounds] were not sampled)
· time series of hourly VOC exposures were created independently of each other, assuming no inter-hour correlations in VOCs (most important for subchronic and chronic HQ and HI estimation)
· uncertainty associated with health-criteria values (derived from different databases, different “margins of safety”)  
· criteria levels not available for some VOCs and exposure durations (especially subchronic)
· assume affect additivity to derive HIs for adverse endpoint groups
	Medium to high
	Uncertainty is probably higher for acute health criteria, may far exceed 3 fold

	Meteorological data
	· missing key data or calm winds
· selected meteorological data sets’ representativeness of GC and the NFR
· inherent variability in weather conditions across GC and across the NFR
	Medium 
	

	AERMOD model
	· handling of low-wind-speed conditions
· did not know the precise location of the emission source(s) on a well pad
	Low to medium
	Handling of low winds may overall lean towards over-estimates of risk during low-wind times

	PENs 
	· data gaps and variabilities in the PEN literature, and uncertainty with respect to their derivations and application across groups of VOCs
	Low to medium
	

	Activity diaries
	· use of hybrid set of activity diaries (for different age groups)
	Low
	Effect is typically less than 1% for annual-average exposures.

	Commuting
	· assuming that school/workplace is located at exactly the same location as the individual’s residence
	Low
	

	APEX model
	· calculation of exposures from APEX model inputs
	Low
	Uncertainties associated with APEX inputs are propagated through to the outputs


Notes: NFR = Northern Front Range; GC = Garfield County; VOCs = volatile organic compounds; O&G = oil and gas; PEN = penetration factor; APEX = U.S. EPA Air Pollutants Exposure Model; HQ = hazard quotient; HI = hazard index; High = potential influence ≥ half an order of magnitude (approximately ≥ 3 fold); Medium = potential influence of about 2 fold to half an order of magnitude; Low = approximately ≤ 2-fold potential influence. 
Color-coding utilized for ease of readability, with warmer colors (purples and reds) corresponding to higher potential influence and cooler colors (oranges and yellows) corresponding to lower potential influence.

Table F-2 provides a summary of the qualitative estimates of the sensitivity of simulated health risks to various input parameters used in the assessment, as well as whether these parameter choices are more likely to lead to over- or under-estimates of risks and hazards. 

Table F-2. Qualitative summary of the estimated sensitivity of simulated health risks to input parameters
	Area of the assessment
	Input parameter
	Qualitative estimate of the sensitivity of the modeled risks
	Likely influence of current assumption on estimated health risks
	Comment

	Air modeling
	VOC emission rates
	High
	Under-estimate or over-estimate
	Being a multiplicative factor in the risk assessment, these might increase or decrease the estimated risks

	Hazard/risk estimation
	Degree of protectiveness of chosen health-criteria values
	Medium
	Over-estimate
	The currently available health-criteria values are based on health-protective assumptions and generally provide conservative estimates of risk. Differences in criteria values between agencies were almost always less than the order-of-magnitude uncertainty already considered in deriving the criteria.

	Air modeling
	Surface roughness
	Low to medium
	Over-estimate
	Currently use a relatively low surface roughness value in modeling; an increase in surface roughness will decrease the health risk, potentially by up to 90%.

	Air modeling
	Urbanization
	Low to medium
	Over-estimate
	Modeled with rural dispersion-modeling setting; with increased urbanization, in general, we would find a decrease in air concentrations and health risks (potentially up to 80% for short-term concentrations, 10% for long-term concentrations).

	Exposure modeling
	PENs 
	Low to medium
	Under-estimate or over-estimate
	Modeled with broad PEN ranges for groups of VOCs. For any specific VOC, a more specific PEN might increase/decrease penetration, in turn increasing or decreasing health risks. Sensitivity is likely much less than 65%.

	Exposure modeling
	Commuting
	Low to medium
	Over-estimate
	Modeling did not include commuting. Commuting away from the well pads will reduce risks, potentially by up to 25% for a 9-to-5 job.


Notes: VOCs = volatile organic compounds; PEN = penetration factor; High = potential influence ≥ half an order of magnitude (approximately ≥ 3 fold) of potential influence on risk estimates; Medium = potential influence of about 2 fold to half an order of magnitude; Low = approximately ≤ 2-fold potential influence. 
Color-coding utilized for ease of readability, with warmer colors (purples and reds) corresponding to higher potential influence and cooler colors (oranges and yellows) corresponding to lower potential influence.
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One of the most important inputs to the dispersion model is specification of the emission source strength. Air concentrations estimated by AERMOD are directly and proportionally sensitive to inputs of emission rate. If emissions are doubled then the modeled concentrations are similarly doubled, and if emissions are reduced by half the concentrations are reduced by half. Across different samples and locations, CSU observed a wide range of 3-minute-average emission values for a given chemical (CSU 2016a; 2016b), sometimes much more than one order of magnitude. For example, benzene emissions during drilling had a range of about 4.7 orders of magnitude, while toluene during GC fracking had a range around 2.1 orders of magnitude, and isoprene during NFR flowback had a range around 1.9 orders of magnitude. These emissions data were a “given” in this assessment, rather than a choice to be made in terms of assessment assumptions or model settings.

Regarding our derivations of 1-hour-average emission rates from the 3-minute-average samples, we made the reasonable assumptions that emission rates are log-normally distributed and that 1‑hour rates would have smaller ranges than 3-minute rates. For example, the ranges of rates for benzene during drilling, toluene during fracking in GC, and isoprene during NFR flowback dropped to 1.5, 0.5, and 0.6 orders of magnitude, respectively, with the 1-hour-average rates relative to the 3-minute-average rates. These are the emission rates we used in the modeling, and these wide ranges in emission values lead to wide ranges in corresponding estimates of chemical air concentrations. Due to the small sample sizes of the 3-minute observations, the resulting means of the 1-hour distributions were sometimes noticeably different (by more than about 10%) than those of the 3-minute distributions. This should have the effect in these cases of proportionally changing the longer-term average air concentrations (by more than 10%) when utilizing 1-hour values instead of 3-minute values. Our modeling also does not capture the scenario of the highest 3-minute rates being sustained for an entire hour, nor does it capture the scenario of the lowest 3-minute rates being sustained; these scenarios would lead to higher peak acute exposures and lower minimum acute exposures, but we have no confidence in the probability of these scenarios.

Wind speed

AERMOD-modeled air concentrations are also particularly sensitive to inputs of wind speed, and as with emissions the relationship is simple: because AERMOD is a Gaussian-formulated dispersion model, the concentration is inversely proportional to the wind speed. That is, if the wind speed is reduced by half then the concentration is doubled, and similarly if the wind speed is doubled the concentration is reduced by half. These relationships are more influential for acute estimates of exposure, whereas differences in long-term averages of wind speed would be smaller and lead to smaller differences in chronic estimates of exposure. As with emissions data, these meteorology data were a “given” in this assessment, and they are quality controlled, consist of many months of observed data across several sites, and were selected to reflect many real meteorological patterns across the GC and NFR regions.

Land cover

Other elements that affect the modeled concentrations, such as surface roughness and urbanization, are not simple proportional adjustments. These require running the model for a given set of conditions and then varying only one element. In BAAQMD (2004), two source types that the authors studied were somewhat similar to the source types found at O&G operations in Colorado: a diesel generator modeled as a point source, and a typical gas dispensing facility modeled as a volume source. Differences in model sensitivity between the two source types were relatively small, but the gas dispensing facility exhibited slightly higher sensitivity, which may be particularly relevant to this assessment given that we modeled the O&G operations as a volume source and we would expect similar model sensitivities.

In Table G-1, we show the AERMOD sensitivities found in BAAQMD (2004) for a gas-dispensing volume source. The table shows the maximum percent changes in concentration. In their study, changing surface roughness by 4 fold had up to an 85% effect on modeled annual-average concentrations, with an inverse relationship. Surface roughness values can vary by land cover, which itself can vary by season, with the lowest roughness values associated with snow cover or water bodies (around 0.2 centimeters [cm]), as compared to values of 10 cm over grasslands, 50 cm for communities of single-family homes, and 130 cm for evergreen forests. The next-most-sensitive element is the urban population, which is used in the modeling of urban areas, which can be defined as having a population density greater than 750 people per square kilometer. In their study, changing the urban population by 1.75 fold had up to a 19% effect on the peak modeled 1-hour concentration, with an inverse relationship. Modeled air concentrations showed very little sensitivity to changes in the other three elements they studied (albedo, air temperature, and Bowen ratio).

Table G-1. AERMOD sensitivity to input parameters from a typical gas-dispensing facility
	Element 
	Variation
	Maximum change
	Averaging period

	Surface roughness
	0.25 x base case
	+85 %
	Annual

	
	4 x base case
	-67 %
	Annual

	Urban population
	-75 %
	+19 %
	1 hour

	
	+75%
	-7 %
	1 hour

	Albedo
	0.25 x base case
	 +1 %
	1 hour

	
	4 x base case
	 +6 %
	24 hour

	Ambient temperature
	-6 °C
	-1 %
	1 hour

	
	+6 °C
	+0.6 %
	24 hour

	Bowen ratio
	0.5 x base case
	+0.7 %
	24 hour

	
	2 x base case
	-0.5 %
	24 hour


Source: Table 4 of BAAQMD (2004).
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Because the surface-roughness length exhibited such a strong sensitivity in the BAAQMD (2004) study, we conducted model sensitivity runs for the GC valley site. In addition, BAAQMD (2004) did not evaluate the sensitivity of modeled air concentrations to whether or not the urban setting is used in AERMOD (a setting which affects estimates of pollutant mixing), so here we also conducted a site-specific analysis for the Anheuser-Busch meteorology but in an urban setting rather than the rural selection made in the assessment.

New modeling of sensitivity to surface roughness.  In GC, the site-specific surface-roughness length near the valley site varies between 5 and 33 cm depending on season and location, with an average of 23 cm (base case). If this same site were located in forested area of evergreen trees, the surface-roughness length would be 130 cm—a 5.7-fold increase. Since AERMOD’s meteorological preprocessor (AERMET) uses the surface-roughness length in determining atmospheric stability, it was necessary to re-run AERMET (Stage 2 and 3) to provide new meteorological input files to AERMOD. We then ran AERMOD to determine how the change in surface-roughness length (a 5.7-fold increase from 23 cm to 130 cm) impacted modeled concentrations as a function of distance relative to the base case for each receptor distance away from the O&G well pad for both the annual-average and the peak 1-hour concentration.

The maximum 1-hour and maximum annual-average concentrations showed similar reductions from increased surface-roughness length, at nearly an 80% decrease at 150 ft followed by additional decreases, leveling off at about 90% by 500 ft. The closer receptor distances showed less relative decrease in concentration as the initial dispersion parameters of the volume source (the same in both simulations) are still important contributors to the near-field concentration. These are larger decreases in average concentration than were observed by BAAQMD (2004), likely due to utilizing a larger increase here in surface-roughness length—about 5.7 x base case here, versus 4 x base case in BAAQMD (2004).

New Modeling of Sensitivity to Urban versus Rural Dispersion.  In all of the modeling for this assessment, we used the rural dispersion modeling option, as we assumed O&G development was not taking place in urbanized areas. However, the possibility exists that some O&G development may happen in fairly close proximity to a mostly urban setting. The Anheuser-Busch site, while relatively rural, is not far from the Ft. Collins metropolitan statistical area (MSA). We used this site to evaluate the impact on air concentrations from utilizing the same base meteorology data but using the urban turbulent-mixing dispersion coefficients that AERMOD estimates with the urban setting. To do so, we provided AERMOD with the population of the Ft. Collins MSA (about 340,000) and then ran AERMOD to identify the impact of this urban setting on annual-average and peak 1-hour concentrations by distance from the well pad.

The maximum 1-hour concentration with the urban option was 50% lower than without the urban option at the first receptor distance (150 ft) and the difference grew to 75% at 500 ft where it remained fairly constant for the remaining distances. The closer distances showed less relative decrease in concentration because the initial dispersion of the O&G volume source is important in the near-field dilution. However, at 500 ft the initial dispersion becomes less important and the dilution is almost entirely due to the urban-rural dispersion parameters. The annual average showed in the near-field that the urban setting results in slightly lower concentrations out to about 1,400 ft, beyond which the annual concentrations were slightly higher with the urban setting than without the urban setting. This is a result of initial plume lateral and vertical mixing with the urban setting causing decreases in concentrations closer to the source, whereas this becomes less important at distances farther downwind where the urban setting causes slightly higher concentrations overall on average.

Seasonality

Seasonal variation in the maximum short-term air concentrations could be of potential concern given changes in human activity levels and human activity locations across seasons. We examined month-by-month variations in the concentration distribution for all four meteorological sites utilized in this assessment. For Rifle and Ft. St. Vrain there was almost no seasonal variation in the average of maximum daily 1-hour concentrations. However, both the Anheuser-Busch and BarD sites showed about a 20% decrease in the summer (July–August) average daily-maximum 1-hour concentrations relative to the winter period. Our modeling captures air concentrations during all seasons.

Recirculation and terrain

Under stagnation conditions that occur most frequently during the fall and winter months in Colorado, air may be trapped within an air basin and recirculated, leading to the accumulation of air pollutants. This meteorological phenomenon was not included in this assessment as AERMOD cannot simulate this type of airflow condition given its steady-state formulation. That is, every hour modeled is independent of the previous hour, so we did not consider stagnation conditions or flow reversals. Such conditions should not have a substantial impact for a single well pad as modeled in this assessment—for a given well pad, the concentrations from a given hour’s emissions will be larger relative to that due to recirculation from previous hours’ emissions. These conditions would be far more important if we were assessing the cumulative impact of O&G well development and production across a region, as the recirculation occurs on those spatial scales.

Additionally, we did not include sites that are strongly influenced by localized terrain affects (e.g., slot canyons, narrow valleys, and deep bowls) across the short distances utilized in this assessment.

Selection of penetration factors

To investigate the sensitivity of our results to the selected PEN ranges, we conducted an APEX run for the adult age group at the GC valley site using an indoor PEN range of 0.1–0.5 and an in-vehicle PEN range of 0.5–1.0. These changes reflect the possibility of “tighter” homes and vehicles (i.e., less chemical penetration into the microenvironments) relative to the PEN ranges used in this study (indoor PEN range of 0.1–1.0; in-vehicle PEN range 0.9–1.0). We found a 41% decrease in annual-average exposure to the VOCs originally modeled with lower PENs, with peak hourly exposures unchanged, when using these modified PEN ranges. In a separate sensitivity simulation, we found that setting the PEN to 1 in all microenvironments (i.e., constant exposure to outdoor VOC concentrations) resulted in a 65% increase in annual-average exposures to the VOCs originally modeled with lower PENs and a 5% increase in annual-average exposures to the VOCs originally modeled with higher PENs.

Geographic origin of activity diaries

To investigate the impact on exposure from using CHAD activity diaries from across the US instead of the Mountain West states (in our original modeling, youth and older adults utilized diaries from across the US, while other adults utilized diaries only from the Mountain West states), we conducted an APEX run of the adult age group at the GC valley site employing activity diaries from the entire US. Relative to the APEX simulation employing CHAD diaries from the Mountain West states alone, there was no change in peak hourly exposures in this sensitivity run, and there was less than a 1% difference in annual-average exposures. This suggests that our use of activity diaries from the entire US, instead of the Mountain West states alone, for the youth and older adults groups does not have a meaningful impact on the results.

Commuting as part of human activities

Throughout the exposure study, assigned activity diaries that involve commuting to and from school or a workplace, and spending time there, are assumed to occur at the same location as the modeled individual’s residence. This is a conservative assumption, as these school/work locations are likely outside of the 2,000-ft modeling radius we use around the O&G sites. The overall impact of this assumption regarding diurnal patterns of human behavior depends only on the diurnal pattern of ambient air concentrations per unit emissions, as our study does not capture diurnal variability in emission rates.

The air-dispersion modeling results show strong diurnal patterns in the air concentrations per unit emission. Figure G-1 shows the mean concentrations per unit emission by hour of day for the closest and farthest receptor distances (150 and 2,000 ft) at each of the four meteorological sites. These are annual-average values by hour of day, utilizing a 1-acre well pad, corresponding to the receptors with the highest annual-average unit concentration (i.e., those receptors utilized in the production exposure modeling). Figure G-1 generally shows substantially lower concentrations during daytime hours relative to nighttime, with peaks in the early morning hours and minima near noon (plus or minus a few hours). This trend is likely due to higher mixing heights and greater turbulent mixing during the daytime, leading to more chemical dilution relative to nighttime when mixing heights and turbulent mixing tend to be lower. Variable wind speeds may also play a role.

[image: ]
Figure G-1. Annually-averaged air concentration per unit emission (conc./unit emiss.) at the 150-foot (left) and 2,000-foot (right) receptors selected for production exposure modeling utilizing a 1-acre well pad (note the varying y axis ranges between figure panels). Concentrations per unit emissions are in units of  .

Table G-2 contains the results of a suite of simple calculations conducted to investigate the impact of including or excluding realistic commuting patterns in individuals’ modeled behaviors. The “No Commuting” column denotes the annual-average ambient unit concentrations for the commuting scenario employed in this exposure study (i.e., all time is spent at the home location near the O&G site). The “With Commuting” column represents the annual-average ambient unit concentrations for the scenario in which hypothetical individuals leave the model domain for a period of the day (8 am to 6 pm) to mimic commuting to, spending time at, and commuting home from a school/workplace outside of the influence of the O&G site. During this time, ambient unit concentrations are set to zero, and for simplicity this pattern of ambient concentrations is applied to all days of the week. The “Ratio” column denotes the ratio of the annual-average unit concentrations from scenarios with commuting to those without commuting.

Table G-2. Annual-average air concentration per unit emission at the selected 150-foot and 2,000-foot receptors for the 1-acre well pad
	Distance from well pad (feet)
	Site
	Annual-average air concentration per unit emission

	
	
	No commuting
	With commuting
	Ratio (with commuting / no commuting)

	150

	NFR−Anheuser-Busch
	655.3
	491.4
	0.750

	
	GC ridge-top
	746.7
	663.8
	0.889

	
	NFR−Ft. St. Vrain
	681.2
	596.8
	0.876

	
	GC valley
	853.6
	777.2
	0.911

	2,000

	NFR−Anheuser-Busch
	14.15
	11.95
	0.844

	
	GC ridge-top
	21.97
	20.30
	0.968

	
	NFR−Ft. St. Vrain
	19.61
	18.42
	0.939

	
	GC valley
	19.91
	19.16
	0.962


Notes: NFR = Northern Front Range; GC = Garfield County.

At the 150-ft location, ambient unit concentrations with commuting were 9–25% lower than those without commuting, while at the 2,000-ft location unit concentrations were 3–16% lower for the with-commuting scenarios. These relatively small decreases in unit ambient concentrations, compared to the fraction of time (42%) that is spent with zero exposure, are due to the lower unit concentrations near the O&G site during the times when individuals are away at school or work (Figure G-1). Given these findings, individuals who are away from home between 8 am and 6 pm every day and experiencing zero O&G-related VOC exposure during those times would have between 3 and 25% lower annual average exposures than people who are always near the well pad, depending on the site and the distance from the pad.
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Supplementary Section H. Complete Non-cancer HQ and HI Results

See Microsoft® Excel attachment.


Supplementary Section I. Complete Cancer-risk Results

O&G Production
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[bookmark: _Ref523403803][bookmark: _Toc527375946]Figure I-1. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during production activities at the Garfield County ridge-top site. X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref523405041][bookmark: _Toc527375947]Figure I-2. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during production activities at the Garfield County valley site. X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref523405429][bookmark: _Toc527375948]Figure I-3. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during production activities at the Northern Front Range site. X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.


Sequential O&G Activities

[image: ]
[bookmark: _Ref524699044]Figure I-4. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during all activities in sequence at the Garfield County ridge-top site (1-acre Development Pad/1-acre Production Pad). X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref524699047][bookmark: _Toc527375964]Figure I-5. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during all activities in sequence at the Garfield County valley site (1-acre Development Pad/1-acre Production Pad). X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref524699050][bookmark: _Toc527375965]Figure I-6. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during all activities in sequence at the Northern Front Range site (1-acre Development Pad/1-acre Production Pad). X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref524700592][bookmark: _Toc527375966]Figure I-7. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during all activities in sequence at the Garfield County ridge-top site (3-acre Development Pad/1-acre Production Pad). X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref524700593][bookmark: _Toc527375967]Figure I-8. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during all activities in sequence at the Garfield County valley site (3-acre Development Pad/1-acre Production Pad). X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref524700595][bookmark: _Toc527375968]Figure I-9. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during all activities in sequence at the Northern Front Range site (3-acre Development Pad/1-acre Production Pad). X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref524701268][bookmark: _Toc527375969]Figure I-10. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during all activities in sequence at the Garfield County ridge-top site (5-acre Development Pad/1-acre Production Pad). X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref524701270][bookmark: _Toc527375970]Figure I-11. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during all activities in sequence at the Garfield County valley site (5-acre Development Pad/1-acre Production Pad). X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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[bookmark: _Ref524701271][bookmark: _Toc527375971]Figure I-12. Incremental lifetime cancer risks from benzene exposure for average- and maximum-exposed hypothetical individuals at various distances from the well pad during all activities in sequence at the Northern Front Range site (5-acre Development Pad/1-acre Production Pad). X-axis is not to scale. Risks are shown normalized to 1x10-6 (“1-in-one million”). Values refer to the average- and maximum-exposed adult individuals at each distance. Thick lines emphasize the 500-foot distance and the 1-in-one million risk level. Notes: log10 = logarithm base 10; Avg. = average; Max. = maximum; IUR = inhalation unit risk.
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