Supplementary material. Appendix A. 
Bayesian approach

The Bayesian probabilistic model is used to calculate the probability of an event when another event has occurred. This type of probability is known as conditional probability.
Using the QSAR model, we obtained a prediction that was a conditional probability: the probability that the prediction is active (measure, xA) when the query chemical is truly active (class, ωA), denoted as P(xA| ωA).
The required information is not the probability that the prediction is active given that similar compounds are active, but rather the probability that a chemical is active given an active QSAR prediction.
Sensitivity (Se) and specificity (Sp) are easy to evaluate from the predictions of database compounds, whereas predictivity is more difficult to calculate. Positive predictivity is the probability that a chemical is actually active when the prediction is active and can be calculated using a statistical procedure referred to as Bayes’ theorem [1-3]. This theorem states that the probability of a chemical being active, given an active prediction using a QSAR model (posterior probability), is proportional to the prior probability (number of active and non-active compounds over all compounds in the database) of the chemical being active and the likelihood (Se) of the prediction being active for a true active compound:

			(1SA)

Analogously, the probability of a chemical being non-active, given an active prediction using a QSAR model, is proportional to the prior probability of the chemical being non-active and the likelihood (false-positive rate, 1-Sp) of the prediction as positive for a true non-active compound:

			(2SA)

A prior probability is an initial probability value that is obtained prior to obtaining any additional information, and the sum of the two prior probabilities is equal to 1:

					(3SA)

A posterior probability is a probability value that is revised by using additional information that is subsequently obtained.
Considering the ratio of equations 1SA and 2SA:

				(4SA)

The Bayes odds[footnoteRef:1] are equal to the prior odds multiplied by a dimensionless factor. [1:  odds = probability/ (1- probability)] 

This dimensionless factor is also referred to as the likelihood ratio and is defined as the Bayes factor [1].
Factor for an active prediction is represented as:

					(5SA)

Equation 4SA can be stated as follows:

			(6SA)

For an active prediction:

				(7SA)

And, for a non-active prediction:

 				(8SA)

Similarly (see equation 1SA), for non-active prediction, Bayes’ theorem states that the probability of a chemical is being active, given a non-active prediction, is proportional to the prior probability of the chemical being active and the likelihood (false-negative rate, 1-Se) of the prediction is being non-active for a true active compound:

			(9SA)

Analogously, the probability of a chemical being non-active, given a non-active prediction, is proportional to the prior probability of the chemical being non-active and the likelihood (Specificity) of the prediction of being non-active for a true non-active compound:

			(10SA)

and the ratio of equations 9SA and 10SA is:

				(11SA)

The Bayes factor for a non-active prediction is:

				(12SA)

All the terms used in this description of Bayes’ theorem are explained in Table 1SA.

References
[1]	R.E. Kass and A.E. Raftery, Bayes factors, J. Am. Stat. Assoc. 90 (1995), pp. 773–795.
[2]	J. Kittler, M. Hatef, R.P.W. Duin and J. Matas, On combining classifiers, IEEE Trans. Pattern Anal. Mach. Intell. 20 (1998), pp. 226–239.
[3]	I.A. Gardner, The utility of Bayes’ theorem and Bayesian inference in veterinary clinical practice and research, Aust. Vet. J. 80 (2002), pp. 758–761.



Table 1SA. Conditional probabilities and Cooper statistic.
	Probability
	Description

	Definition

	P(xA|ωA)
	Probability that the prediction is active when a chemical is active
	Likelihood
(True-positive rate)
Sensitivity
TP/(TP + FN)

	P(xA|ωN)
	Probability that the prediction is active when a chemical is non-active
	Likelihood
(False-positive rate)
1-Specificity
FP/(FP + TN)

	P(xN|ωA)
	Probability that the prediction is non-active when a chemical is active
	Likelihood
(False-negative rate)
1-Sensitivity
FN/(FN + TP)

	P(xN|ωN)
	Probability that the prediction is non-active when a chemical is non-active
	Likelihood
(True-negative rate)
Specificity
TN/(TN + FP)

	P(ωA)
	Probability that an active compound is in the database
	(TP + FN)/N

	P(ωN) = 1–P(ωA )
	Probability that a non-active compound is in the database
	(TN + FP)/N

	P(ωA|xA)
	Probability that the chemical is active when a prediction is active. Positive predictivity value
	PPV=TP/(TP + FP)

	P(ωA|xN)
	Probability that the chemical is active when a prediction is non-active
	1-NPV=FN/(TN + FN)

	P(ωN|xA)
	Probability that the chemical is non-active when a prediction is active
	1-PPV=FP/(TP + FP)

	P(ωN|xN)
	[bookmark: _GoBack]Probability that the chemical is non-active when a prediction is non-active. Negative predictivity value
	NPV=TN/(TN + FN)


N = TP + FN + TN + FP
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