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Preamble
This document summarises the results of model fitting to predict chlorophyll a concentrations and Secchi depth. A comparison of model performance with an alternative approach is also presented. 
Variable definitions are as follows:
chl a		chlorophyll a concentration in mg m-3
TNlake		mean total nitrogen concentration in mg m-3
TPlake		mean total phosphorus concentration in mg m-3
Secchi		mean Secchi depth in m
Ref_i		reference value of variable i
zmax		maximum lake depth in m
Fetch		maximum lake fetch in m
Area		lake surface area in ha
U		mean windspeed (m s-1) at lake
d	dummy variable denoting whether a lake is shallow (d=0) or deep (d=1)
Chlorophyll a model fitting
Current values
Chl a was modelled using linear regression models with independent variables that included TNlake and TPlake, as well as the interaction between these two variables. The models were defined as follows, where all variables were log10 transformed:
Model 1chl a:		(Eq. 1)
Model 2chl a:		(Eq. 2)
Model 3chl a:		(Eq. 3)
Model 4chl a:		(Eq. 4)

Model residuals (Figure 1) generally aligned with a normal distribution and were homoscedastic. Based on AIC, Model 3chl a was the best-performing model, which is a multiple linear regression model that includes both TNlake and TPlake as predictor variables (Table 1). RMSE for Model 3chl a was equal to Model 4chl a, which included an additional parameter (Table 1). Model coefficients for Model 3chl a show that both TNlake and TPlake have a significant and positive relationship with chl a (Table 2).
[bookmark: _Ref524678791][bookmark: _Toc529283767][image: ]
[bookmark: _Ref31631768]Figure 1.	Predicted vs observed values of chl a for four candidate models. Independent variables are shown above each plot. Solid line is a line of best fit; the dashed line shows the 1:1 line.

[bookmark: _Ref524620529][bookmark: _Toc529283795]Table 1.	Performance statistics for models used to predict log10chl a in mg m-3. SEE: standard error of the estimate; ESS: error sum of squares; CF: correction factor; R2: squared Pearson’s correlation coefficient (see text); p: number of parameters; AIC: Akaike information criterion; ΔAIC: difference in AIC relative to the best-performing model; RMSE: root mean square error.
[image: ]

[bookmark: _Ref524679181][bookmark: _Toc529283796]Table 2.	Model coefficients to predict chl a using Model 3chl a in Table 1. SE: standard error; CI: confidence interval.
[image: ]
Reference values
Model 3chl a was also the best-performing model to predict Ref_chl a. This reflects that the sub-samples of lakes used for model fitting were generally the same, although seven fewer lakes (66 vs. 76) were included in the sub-sample used to develop the model to predict Ref_chl a, as lakes with TNlake and TPlake values that exceeded the upper 95% confidence intervals of Ref_ TNlake and Ref_TPlake were excluded. Model 3Chl a fitted to this smaller sub-sample of 66 lakes was therefore used to predict Ref_chl a. A good fit between observed and predicted Ref_chl a values was achieved with this model (Figure 2), which had the lowest AIC and RMSE values (Table 3). Parameter coefficients for this model (Table 4) were only slightly different to the coefficients for the model used to predict current chl a concentrations (Table 2).

[image: ]
[bookmark: _Ref524680542][bookmark: _Toc529283768]Figure 2.	Predicted vs observed values of Ref_chl a for four candidate models. Independent variables are shown above each plot. Solid line is a line of best fit; the dashed line shows the 1:1 line.

[bookmark: _Ref524620952][bookmark: _Toc529283797]Table 3.	Performance statistics for models used to predict log10Ref_chl a in mg m-3. SEE: standard error of the estimate; ESS: error sum of squares; CF: correction factor; R2: squared Pearson’s correlation coefficient (see text); p: number of parameters; AIC: Akaike information criterion; ΔAIC: difference in AIC relative to the best-performing model; RMSE: root mean square error.
[image: ]

[bookmark: _Ref524680551][bookmark: _Toc529283798]Table 4.	Model coefficients to predict log10Ref_chl a using Model 3 in Table 3. SE: standard error; CI: confidence interval.
[image: ]
Secchi depth model fitting
Current values
The following models were trialled to predict Secchi, where all variables were log10 transformed. d was included as a dummy variable to trial piecewise models that considered shallow (d = 0) and deep (d = 1) lakes separately. 
Model 1Secchi:  	(Eq. 5)
Model 2Secchi:  	(Eq. 6)
Model 3 Secchi:  (Eq. 7)
Model 4 Secchi:  	(Eq. 8)
Model 5 Secchi: 	(Eq. 9)
Model 6 Secchi: 	(Eq. 10)
Resuspension was defined as . Shallow and deep lakes were differentiated based on a zmax threshold determined iteratively (zmax = 20 m; see main text).
Paired predicted and observed Secchi values are shown in Figure 3. Model performance statistics are shown in Table 5 and fitted parameter values for the optimum model are shown in Table 6.

[image: ]
[bookmark: _Ref524686785][bookmark: _Toc529283772]Figure 3.	Predicted vs observed values of Secchi for candidate models. Solid line is a line of best fit; the dashed line shows the 1:1 line.

[bookmark: _Ref524686362][bookmark: _Toc529283800]Table 5.	Performance statistics for models used to predict Secchi0.5 in m. SEE: standard error of the estimate; ESS: error sum of squares; CF: correction factor; R2: squared Pearson’s correlation coefficient (see text); p: number of parameters; AIC: Akaike information criterion; ΔAIC: difference in AIC relative to the best-performing model; RMSE: root mean square error.
[image: ]

[bookmark: _Ref524686818][bookmark: _Toc529283801]Table 6.	Model coefficients to predict Secchi0.5 using Model 3BSecchi in Table 5. SE: standard error; CI: confidence interval.
[image: ]

Reference values
There was good correspondence between observed and predicted Secchi depth for the version of Model 1Secchi that was fitted to the subset of deep lakes (zmax > 20 m) with chl a < 33 mg m-3 (Figure 4). Performance statistics for this model were: r2 = 0.70, SEE = 0.35 mg m-3 and 10-fold cross validation RMSE = 2.48 mg m-3. Model coefficients are presented in Table 7. 

[bookmark: _Ref524697634][bookmark: _Toc529283774]Figure 4.	Predicted vs observed values of Secchi depth for the model used to predict Ref_Secchi. r2 = 0.70; 10-fold cross validation RMSE = 2.48 mg m-3. Solid line is a line of best fit; the dashed line shows the 1:1 line.
[image: ]

[bookmark: _Ref524697777][bookmark: _Toc529283802]Table 7.	Model coefficients to predict Ref_Secchi0.5 using Model 1Secchi fitted to a sub-sample of lakes (see Methods). SE: standard error; CI: confidence interval.
[image: ]
Comparison of methods
Relative to the approach described in the main text, a simpler approach to estimating TLI is to take the average of  and . However, this approach would not allow lake specific chl a and Secchi values to be estimated, and would also yield less accurate TLI estimates (note that lake-specific values of three variables, in addition to chl a, are used to estimate Secchi in shallow lakes). To examine the difference in accuracy between this simpler approach and the approach described in the main text, measured TLI (based on field measurements of all four constituent variables) was compared with estimated TLI for all lakes in the dataset for which this was possible (n=44[footnoteRef:1]). For each lake, two methods were used to estimate TLI: 1) the methods described in the main text, and; 2) a simpler method based on the average of the sum of the TN and TP components of TLI (i.e., (TLn + TLp) / 2). Comparison of the two sets of TLI estimates showed that those derived using the methods described in the main text were slightly more accurate than the simpler approach, as quantified in Figure 5 and Table 8.  [1:  This is the number of lakes for which data were available for all four constituent variables that met screening criteria.] 

[bookmark: _GoBack][image: ]
[bookmark: _Ref29203177]Figure 5.	Comparison of measured TLI with estimates of TLI derived using two methods for 44 lakes

[bookmark: _Ref29203183]Table 8.	Comparison of two methods to estimate TLI in 44 lakes
[image: ]
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Coefficient Estimate SE 95% CI P-Value

Intercept -1.80 0.17 -2.14, -1.46 <0.001

TP 0.55 0.10 0.36, 0.75 <0.001

TN 0.70 0.11 0.49, 0.91 <0.001
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Model SEE ESS CF R

2

p AIC ΔAIC RMSE

1 0.24 3.74 1.17 0.76 2 3.80 22.50 0.25

2 0.25 4.12 1.19 0.74 2 10.31 29.00 0.27

3 0.20 2.58 1.11 0.84 3 -18.70 0.00 0.21

4 0.20 2.58 1.12 0.84 4 -16.75 1.95 0.22
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Coefficient Estimate SE 95% CI P-Value

Intercept -1.73 0.17 -2.08, -1.38 <0.001

TP 0.59 0.11 0.37, 0.81 <0.001

TN 0.65 0.11 0.44, 0.87  <0.001
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Model SEE ESS R

2

p AIC ΔAIC RMSE

1 0.46 10.99 0.74 2 73.04 38.54 1.65

2 0.34 5.66 0.87 5 43.89 9.39 1.68

3A 0.32 4.79 0.89 5 34.98 0.49 1.68

3B 0.32 4.93 0.89 4 34.50 0.00 1.68

4 0.33 5.10 0.88 5 38.36 3.87 1.68

5 0.34 5.63 0.87 5 43.59 9.09 1.68

6 0.34 5.54 0.87 5 42.73 8.24 1.68
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Coefficient Estimate SE 95% CI P-Value

Intercept 3.46 0.12 3.23, 3.70 <0.001

Chla -0.74 0.09 -0.93, -0.55 <0.001

Chla:d -0.79 0.23 -1.25, -0.32 0.001

Resuspension:d -0.35 0.05 -0.44, -0.25 <0.001
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Coefficient Estimate SE 95% CI P-Value

Intercept 3.42 0.14 3.12, 3.71 <0.001

Chla -1.46 0.24 -1.98, -0.94 <0.001
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Statistic Method presented in paper (TLn+TLp)/2

Mean absolute error (TLI units) 0.51 0.54

Root mean squared error (TLI units) 0.67 0.72
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Model SEE ESS CF R

2

p AIC ΔAIC RMSE

1 0.25 4.33 1.18 0.84 2 7.02 25.14 0.25

2 0.26 4.82 1.20 0.83 2 14.76 32.88 0.26

3 0.21 2.99 1.12 0.89 3 -18.12 0.00 0.21

4 0.21 2.96 1.12 0.89 4 -16.79 1.33 0.21


