Appendix N


[bookmark: _Toc255137187][bookmark: _Toc255137658][bookmark: _Toc255139846]Reporting requirements for quantitative uncertainty assessment methods

[bookmark: _Toc255137188][bookmark: _Toc255137659][bookmark: _Toc255139847]Probabilistic exposure assessment: Frequentist methods

The following aspects should be communicated to be transparent, and to ensure that the reader is informed and understands the assessment:
1. Which parameters are fixed, and which have been assigned probability distributions?
2. Is existing data representative of the parameters for which probability distributions are derived? How big is the available sample of measurements?
3. What method was used to derive the distributions (e.g., expert judgment, data fitting)? Are there arguments in support of the shape of the distributions chosen? Ideally, scientific references should be used to argue for using one shape over another. If expert judgment was used, how relevant is the experts’ expertise to allow them to determine the shape of the parameters? If disagreements exist between experts about the shape of the parameters, are these disagreements displayed and analyzed?
4. How were the diagnostic checks for checking data goodness-for-fit were? Were several alternative methods available?
5. Is variability separated from uncertainty? If so, why? Are there definitions for each?
6. In second order Monte Carlo, what reasons were used to consider some parameters relevant for “variability” and others for “uncertainty”? Is there a discussion of the reasons for placing each parameter in the “uncertainty” or in the “variability” categories?
7. Are there any realistic or possible correlations between parameters? If so, and they were not considered, what are the potential impacts on the results? Were there any assumptions about correlations between parameters?
8. Could there be a gap between the historical data used to derive distributions and the current situation? Has this been identified?
9. Were algorithms used to reconstruct missing data? If so, how reliable was the reconstruction method? If other data treatment was done before the distributions were derived (e.g., extrapolation, use of surrogate data, excluding certain data), is there a description of the methods used to do this and an analysis of their reliability?
10. In which country were the probabilistic models and/or exposure models developed? Was national data were used to develop these models (e.g., room sizes or proportion of people living in rural environments)? If so, there could be a discrepancy between that national data and the national or other geographic context for which the probabilistic model is used. Are there arguments supporting the adequacy of non-national models for the ongoing probabilistic calculation?
11. Which sources of uncertainty are accounted for in the probabilistic model and which sources of uncertainty are left out? Usually, the only source included in the probabilistic assessment is the uncertainty in parameters. Sources that are usually not included in probabilistic exposure assessment are uncertainties in model structure, in the sampling method, related to analytical methods used to obtain the input data (e.g., inadequate QL and DL), related to the use of default values or extrapolations, and epistemic uncertainty (e.g., lack of knowledge about correlations between parameters, about the role of certain parameters in exposure, about co-exposures, etc.). Is there a narrative description of each source of uncertainty, whether or not they are included in the analysis?
13. Which percentile was used as a relevant threshold for risk assessment? Are there arguments to support this choice in light of the available literature?
14. How many iterations were done in Monte Carlo simulations? Is there a check of the sensitivity of the results to the number of iterations?
15. How were the probabilistic model and the software chosen? Why were they considered applicable to the specific situation under study (e.g., the choice to use first-order or second-order Monte Carlo)?
16. Was the scientific quality of the data used to derive distributions previously assessed? If so, how? If not, why?
17. Was the biological consistency / the realism of the results checked. If so, how this was done? Were comparisons between modeled and measured data used? If so, what method was used to make these comparisons, and what were the results? Was this comparison used to choose between using modeled or measured data as input in the probabilistic calculation?
18. How relevant are the results to current exposures, if historical data were used to derive distributions?
19. Was the scientific quality of the studies / data used previously assessed? If so, how? If not, how did this influence the results?
20. Other assumptions and choices involving expert judgment (e.g., extrapolations from one exposure route to another).

[bookmark: _Toc255137189][bookmark: _Toc255137660][bookmark: _Toc255139848]Probabilistic exposure assessment: Bayesian methods

The following aspects should be communicated to be transparent, and to ensure that the reader is informed and understands the assessment:
1. Which sources of uncertainty are accounted for in the model and which sources of uncertainty are left out? Dis there a narrative description of each source of uncertainty, whether or not they are included in the analysis?
2. Is variability separated from uncertainty? If so, why? Are there definitions for each?
3. Was the biological consistency / realism of the results checked? If so, how this was done?
4. How was the Bayesian model and software chosen? Why were they considered applicable to the specific situation under study?
5. If priors derived by expert judgment were used, how were the experts chosen (e.g., level of competence, disciplinary domain, potential competing interests), and how many experts were there? Was any protocol used to minimize bias in expert judgment?
6. What method was used to derive the distributions? Are there arguments supporting the form of the distributions chosen?
7. How many runs and discarded iterations were used? Is there a check of the sensitivity of the results to both?
8. Were informative or non-informative distributions chosen? If so, why? How did it influence the results of the Bayesian analysis?
9. Are there realistic or possible correlations between parameters? If so, and they were not considered, what are the potential impacts on the results? Were there any assumptions about correlations between parameters?
10. Other assumptions and choices involving expert judgment.

[bookmark: _Toc255137190][bookmark: _Toc255137661][bookmark: _Toc255139849]Sensitivity analysis

The following aspects should be communicated to be transparent, and to ensure the reader is informed and understands the assessment:
1. Are there realistic or possible correlations between parameters? If so, and they were not considered, what are the potential impacts on the results? Were there any assumptions about correlations between parameters?
2. Which sources of uncertainty are accounted for in the model, and which are left out? Is there a narrative description of each source of uncertainty, whether or not they are included in the analysis?
3. How many iterations were there? Is there a check of the sensitivity of the results to the numbers of iterations?
4. What method was used to derive the distributions? Are there arguments supporting the shape of the distributions chosen?
5. How was the function for calculating sensitivity indices chosen? Is it reliable, in light of the existing literature?
6. How were the parameters included in the sensitivity analysis chosen?
7. Other assumptions and choices involving expert judgment.

[bookmark: _Toc255137191][bookmark: _Toc255137662][bookmark: _Toc255139850]Benchmark dose modeling

The following aspects should be communicated to be transparent, and to ensure the reader is informed and understands the assessment:
1. How were the method and software used to apply BMD chosen? Is there a check of their robustness and applicability to the ongoing study?
2. How was the benchmark dose defined, and why?
3. Was the scientific quality of the data used for BMD previously assessed? If so, how? If not, why?
4. Which percentile was chosen as the relevant threshold for risk assessment (the BMR, the benchmark response level)? Are there arguments to support this choice in light of the available literature?
5. What level of confidence was chosen to set the threshold / the best-fitted curve?
6. How was the dose-response model chosen? How might it have influenced the results?
7. How was the inter-study variability dealt with, for the studies that provide the data included in the BMD?
8. Which sources of uncertainty are accounted for in the model, and which sources of uncertainty are left out? Is there a narrative description of each source of uncertainty, whether or not they are included in the analysis? 
9. Which toxicological endpoints were included in BMD, and why?
10. Which toxicity indicators (NOEL, NOAEL, LOAEL) were used, and why?
11. What method was used to derive the distributions? Are there arguments to support the shape of the distributions chosen?
12. Other assumptions and choices involving expert judgment.

[bookmark: _Toc255137192][bookmark: _Toc255137663][bookmark: _Toc255139851]Species Sensitivity Distributions

The following aspects should be communicated to be transparent, and to ensure the reader is informed and understands the assessment:
1. Which sources of uncertainty are accounted for in the model and which sources of uncertainty are left out? Is there a narrative description of each source of uncertainty, whether or not they are included in the assessment? 
2. Were the scientific quality of the studies / data used for SSD previously assessed? If so, how? If not, what is the influence on the results?
3. How were the method and software for applying SSD chosen? Is there a check of their robustness and applicability for the ongoing study?
4. Which taxonomic groups and/ or species were used in the SSD?
5. Are the taxonomic groups or species included in the SSD considered representative of the ecosystem considered in the study, and why?
6. How are extreme natural situations dealt with?
7. How many species were used for the SSD? Why was that number considered reliable?
8. How many data points were used for the SSD? Why was that number considered reliable?
9. How have the potential differences between laboratory data and field behavior of the species considered in the SSD been dealt with?
10. How are the potential differences between physico-chemical characteristics of the same type of ecosystem situated at different geographical locations dealt with?
11. How have the potentially different sensitivity of endangered, commercial, threatened or recreationally important species been dealt with?
12. Which endpoints were included in the SSD, and why? Do all the endpoints considered provide adequate protection?
13. Which ecotoxicity indicators (e.g., EC50, LC50, NOEC, LOEC) and observation times (acute or chronic) were used, and why?
14. If data treatment was done before deriving distributions (e.g., extrapolation from acute to chronic, use of surrogate data, excluding certain data), were the methods used for this treatment described and their reliability analyzed?
15. How were multiple values for the same endpoint dealt with, and why?
16. What method was used to derive the distributions? Are there arguments in support of the shape of the distributions chosen? If expert judgment was used, how relevant is the experts’ expertise to allow them to determine the shape of the parameters? If disagreements exist between experts about the shape of the parameters, are these disagreements displayed and analyzed?
17. How were the modeling method and software for applying SSD have chosen? Is there a check of their robustness and applicability for the ongoing study?
18. Other assumptions and choices involving expert judgment.

[bookmark: _Toc255137193][bookmark: _Toc255137664][bookmark: _Toc255139852]Distributions of toxicity factors

The following aspects should be communicated to be transparent, and to ensure that the reader is informed and understands the assessment:

1. What were the reasons for considering that the distribution of available toxicity data is representative of the occurrence of the respective endpoint in the environment or the human population?
2. How do the amount and type of the existing data influence the probability distributions derived from them (e.g., CTDs)? How big is the available sample of measurements?
3. What method was used to derive the distributions (e.g., expert judgment, data fitting)? Are there arguments supporting the shape of the distributions chosen? Ideally, scientific references should be used to argue for the use of one shape over another. If expert judgment is used, how relevant is the experts’ expertise to determine the shape of the parameters? If disagreements exist between experts about the shape of the parameters, are these disagreements displayed and analyzed?
4. Why was a certain descriptor dose chosen (e.g., NOAEL, LOAEL, etc.)? If several dose descriptors were used together, is there a discussion of this choice?
5. How have multiple values for the same endpoint been dealt with, and why?
6. If data treatment was done before deriving distributions (e.g., extrapolation, use of surrogate data, excluding certain data), were the methods used for this treatment described and their reliability analyzed?
7. Which sources of uncertainty are accounted for in the model and which sources of uncertainty are left out? Is there a narrative description of each source of uncertainty, whether or not they are included in the analysis? 
8. Has the scientific quality of the studies / data used been previously assessed? If so, how? If not, is there a discussion of the influence on the results?
9. Other assumptions and choices involving expert judgment (e.g., extrapolations from one exposure route to another).

[bookmark: _Toc255137194][bookmark: _Toc255137665][bookmark: _Toc255139853]Probabilistic effect (safety / assessment) factors

The following aspects should be communicated to be transparent, and to ensure the reader is informed and understands the assessment:
1. How many iterations were done in Monte Carlo simulations? Was the sensitivity of the results to the number of iterations checked?
2. What method was used to derive the distributions (e.g., expert judgment, data fitting)? Are there arguments to support the shape of the distributions chosen? Ideally, scientific references should be used to argue for the use of one shape over another. If expert judgment is used, how relevant is the experts’ expertise to determine the shape of the parameters? If disagreements exist between experts about the shape of the parameters, are these disagreements displayed and analyzed?
3. What confidence intervals were chosen for reporting results from Monte Carlo simulations?
4. Which sources of uncertainty are accounted for in the model and which sources of uncertainty are left out? Is there a narrative description of each source of uncertainty, whether or not they are included in the analysis?
5. If data treatment was done before deriving distributions (e.g., normalization, use of surrogate data, excluding certain data), are the methods used for this treatment described and their reliability analyzed?
6. Has the scientific quality of the studies / data used been previously assessed? If so, how? If not, is there a discussion of the influence on the results?
7. Other assumptions and choices involving expert judgment (e.g., minimum and maximum range of sensitivity for an individual, assumption about consumption patterns of individuals).

[bookmark: _Toc255137195][bookmark: _Toc255137666][bookmark: _Toc255139854]Fuzzy methods for uncertainty in effects

The following aspects should be communicated to be transparent, and to ensure the reader is informed and understands the assessment:
1. How were the experts involved chosen? What method of expert elicitation was used?
2. If relevant, how were the differing views between experts dealt with?
3. Which sources of uncertainty are accounted for in the model and which sources of uncertainty are left out? Is there a narrative description of each source of uncertainty, whether or not they are included in the assessment? 
4. What method was used to derive fuzzy membership functions, to establish input and output variables, and for to decide about the shape and limits of the parameters values with non-zero membership?

[bookmark: _Toc255137196][bookmark: _Toc255137667][bookmark: _Toc255139855]Multi-criteria analysis

The following aspects should be communicated to be transparent, and to ensure the reader is informed and understands the assessment:
1. What method was used to derive the criteria used, the weight of different criteria, and the functions for aggregating the criteria? If one or several of these were decided based on expert judgment, is there a discussion of the relevance of the experts’ competence in making these decisions?
2. Was the scientific quality of the studies / data used previously assessed? If so, how? If not, is there a discussion of the influence on the results?
3. Why were the specific MCDA tool and software chosen?
4. Which sources of uncertainty are accounted for in the model and which sources of uncertainty are left out? Is there a narrative description of each source of uncertainty, whether or not they are included in the assessment?

[bookmark: _Toc255137197][bookmark: _Toc255137668][bookmark: _Toc255139856]Probability bounds

The following aspects should be communicated to be transparent, and to ensure that the reader is informed and understands the assessment:
1. Which sources of uncertainty are accounted for in the model and which sources of uncertainty are left out? Is there a narrative description of each source of uncertainty, whether or not they are included in the assessment?


[bookmark: _Toc255137198][bookmark: _Toc255137669][bookmark: _Toc255139857]
Reporting requirements for qualitative uncertainty assessment methods

The following aspects should be communicated to be transparent, and to ensure the reader is informed and understands the assessment:
1. Which sources of uncertainty are accounted for in the model and which sources of uncertainty are left out?
2. What method was chosen for identifying and characterizing uncertainty sources? Why was this method chosen?
3. If relevant, how were the differing views between experts and their heterogeneous disciplinary and publication experiences dealt with?
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