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Maximum likelihood with EM algorithm

The Expectation-Maximization (EM) algorithm (Shumway and Stoffer, 2006) is an iterative

procedure for computing the maximum likelihood estimation for the unknown parameters in the

state space model of the paper given by:

xt+1 = xt + wt,

yt = Hxt + Gmt + vt,

var(wt) = Q.

var(vt) = R.

As information to make parameter estimation, we have measurement vectors yt for each time

t = 1, ...N, which we can store in the set YN

YN = {y1,y2, ...,yN}. (1)

The state-space formulation of the EM algorithm considers compete random vectors ZN =

{XN ,Y N} made up of the observed set YN of vectors and the unobserved state vectors XN =

{x1,x2, ...,xN}. Then, the joint density function is given by

f(ZN |θ) =
N∏
t=2

fQ(xt|xt−1)
N∏
t=2

fR,H,G(yt|xt), (2)

where θ denotes the set of unknown parameters θ = (Q,R,H,G), and x1 is assumed to be

known with zero value x1 = 0. Here, the log-likelihood lZN
(θ) = log f(ZN |θ) is preferred

because information is combined by addition and it can be written as the sum of two uncoupled

functions

lZN
(θ) = l1(Q) + l2(R,H,G), (3)

where under the Gaussian assumption

l1(Q) = −N log |Q| −
N∑
t=2

(xt − xt−1)
TQ−1(xt − xt−1).

l2(R) = −N log |R| −
N∑
t=2

(yt −Hxt −Gmt)
TR−1(yt −Hxt −Gmt).

(4)

The EM algorithm provides an iterative method for finding the maximum likelihood esti-

mators of parameter θ, by successively maximizing the conditional expectation of the complete

likelihood given by (3). Each iteration of the EM algorithm consists of two steps: the first one

(E step) supposes θ = θ̂j known (the estimated values of the parameter θ at previous iteration

j), and computes the conditional expectation

E[lZN
(θ)|YN , θ̂j ]. (5)

The second one (M step) consists in maximizing it. The main advantage of the EM algorithm is

due to the fact that the unknown parameters can be obtained from explicit regression formulas

at each iteration.
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E-step: computation of E[lZN
(θ)|YN , θ̂j]

Here, given the values of parameters θ̂j (matrices estimated at previous iteration j) and YN , the

only terms that remain random data in equation (4) are the states XN . Then, to compute the

expected values of (3) with the information of YN and θ̂j we need to provide for t = 2, 3, .., N

the values
xt|N = E[xt|YN , Q̂j , R̂j , Ĥj , Ĝj ],

Pt|N = E[(xt − xt|N )(xt − xt|N )′|YN , Q̂j , R̂j , Ĥj , Ĝj ],

Pt,t−1|N = E[(xt − xt|N )(xt−1 − xt−1|N )′|YN , Q̂j , R̂j , Ĥj , Ĝj ],

(6)

and from them it is possible to compute E[lZN
(θ)|YN , θ̂j ] as:

E[lZN
(θ)|YN , θ̂j ] = E[l1(Q)|YN , θ̂j ] + E[l2(R,H,G)|YN , θ̂j ]. (7)

E[l1(Q)|Y N , θ̂j ] = −N log |Q| − tr

{
Q−1

N∑
t=2

[
Pt|N + Pt−1|N −Pt,t−1|N−

−P′t,t−1|N +
(
xt|N − xt−1|N

) (
xt|N − xt−1|N

)′]}
.

E[l2(R,H,G)|YN , θ̂j ] = −N log |R| − tr

{
R−1

N∑
t=2

[
HPt|NH′ +

(
yt −Hxt|N −Gmt

) (
yt −Hxt|N −Gmt

)′]}
.

(8)

where tr{} is the trace operator of a matrix.

M-Step: maximization of E[lXN ,YN
(θ)|YN , θ̂j]

Maximizing E[lXN ,YN
(θ)|YN , θ̂j ] with respect to the parameters θ, at iteration j+1, constitutes

the M-step and it is analogous to the multivariate regression approach.

The maximum of E[l1(Q)|YN , Q̂j ] is attained at

Q̂j+1 =
1

N − 1

N∑
t=2

[
Pt|N + Pt−1|N −Pt,t−1|N −P′t,t−1|N+

+
(
xt|N − xt−1|N

) (
xt|N − xt−1|N

)′]
.

(9)

From E[l2(R,H,G)|YN , θ̂j ], we obtain the estimator of H, G, and R:
Ĥj+1

[
N∑
t=2

(
Pt|N + xt|Nx′t|N

)]
+ Ĝj+1

[
N∑
t=2

xt|Nm′t

]
=

[
N∑
t=2

ytx
′
t−1|N

]
,

Ĥj+1

[
N∑
t=2

mtx
′
t|N

]
+ Ĝj+1

[
N∑
t=2

mtm
′
t

]
=

[
N∑
t=2

ytm
′
t

]
.

(10)

R̂j+1 =
1

N − 1

N∑
t=2

[
HPt|NH′ +

(
yt −Hxt|N −Gmt

) (
yt −Hxt|N −Gmt

)′]
. (11)
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To calculate Q̂j+1, Ĥj+1, Ĝj+1 and R̂j+1 form formula (9)-(11), we need xt|N , Pt|N , and

Pt,t−1|N obtained with the Kalman Smoother filter. To do so, we compute the Kalman filter for-

ward in time and after that, apply the Kalman Smoother filter backward in time. We summarize

the iterative procedure as follows:

EM algorithm

Given a maximum number of iterations jmax, a tolerance ε,

and an initial set of parameters θ̂0 =
{
Q̂0, R̂0, Ĥ0, Ĝ0

}
.

j = 1.

δl = 1010.

While (δl > ε or j < jmax)

1. Perform the E-step:

Use the Kalman Filter and Kalman Smoother to obtain:

xt|N , Pt|N and Pt,t−1|N , for t = 1, ..., N,with parameters θ̂j known.
2. Perform the M-step:

Use the explicit formula (9), (10), and (11) to compute

θ̂j+1 = (Q̂j+1, R̂j+1, Ĥj+1, Ĝj+1) to update the value of the estimated parameters.
3. Compute:

δl = |lZN
(θ̂j+1)− lZN

(θ̂j)|/|lZN
(θ̂j+1)|.

j = j + 1.
end
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