Reviewer#1: 

Comments to the Author

A brief summary

This paper presents a comparative framework of sea-land segmentation that permits to automatically extract coastline from optical satellite imagery via deep learning techniques. Firstly, a benchmark sea-land dataset using Landsat-8 OLI imagery consisting of 18,000 sq KM of coastline around China is constructed. Then the feasibility and performance of sea-land segmentation are evaluated by comparing the accuracy assessment, time complexity, spatial complexity and stability of state-of-the-art Deep Convolutional Neural Networks (DCNNs) methods. Finally the most suitable semantic segmentation model for sea-land segmentation is chosen in accordance with Akaike information criterion (AIC) and Bayesian information criterion (BIC) model selection.

Comments

The paper presents an interesting approach for automated coastline extraction from an optical satellite imagery via deep learning techniques. The experiments, results evaluation and conclusions are sufficiently significant for publication in scientific journal, but I suggest to perform some aspects. 

Thank you for the valuable comments.

1. Introduction must be improved presenting a longer and more detailed explanation of some concepts, especially deep convolutional neural networks (are you sure that only three papers have been published on deep learning to extract coastline?). 

Thank you for this suggestion. The Introduction section has been improved with further explanation of major operations, the backbone network, up-sampling and deconvolution, atrous/dilated convolution, the pyramid, and skip connection. Additional explanation of deep convolutional neural networks has been added to the third paragraph of the revised introduction (on page 5). The revisions are described as follows. 


Among the deep learning techniques, Deep Convolutional Neural Networks (DCNNs) (LeCun et al. 1989) deployed in fully convolutional networks (FCNs) (Long et al. 2015) have proven effective at semantic segmentation. This is due to their ability to learn deeper features from original images. DCNN is a hierarchical neural network that connects links characterized by a weight which mimics neural systems’ network structure (Xu et al. 2016). DCNNs have three major operations. The first is convolution, which is used to extract features from the input image. Another feature is the activation function, which discriminates between image classes by imposing itself on the convolution filter output and performing a non-linear transformation of a data space. The last operation is pooling, which features selections and information filtering on the output of the convolutional layer. A backbone network, up-sampling and deconvolution, atrous/dilated convolution, the pyramid, and skip connection are all applied in DCNN in image semantic segmentation tasks.

(1) Backbone network: The backbone network refers to the main structure of the network. Examples of backbone networks include VGG-16 net (Simonyan and Zisserman 2014), ResNet (He et al. 2016), Inception (Szegedy et al. 2016), Xception (Chollet 2017), and DenseNet (Huang et al. 2017). ResNet (residual network) is a breakthrough in backbone networks. By introducing the shortcut connection, the problem of gradient disappearance is solved by increasing the network layer. 

(2) Up-sampling and deconvolution (Noh et al. 2015): When restoring the feature map size to its original input size, up-sampling and deconvolution are typically applied to semantic segmentation. The up-sampling adopts bilinear interpolation, and the deconvolution is computed inversely by convolution operations, all of which recover the input size. 

(3) Atrous/dilated convolution (Yu and Koltun 2015): The dilated/atrous convolutions supports the increased receptive field by filling the convolution filter with zeroes, according to the dilation rate.

(4) Pyramid: The purpose of the pyramid is to segment targets at multiple scales. Examples include the image pyramid (Adelson et al. 1984), the feature pyramid (Lin et al. 2017c), Atrous Spatial Pyramid Pooling (Chen et al. 2017), and the pooling pyramid (Zhao et al. 2017).
(5) Skip connection: Skip connection fixes target details by connecting low-level feature maps with high-level feature maps. It is used between the encoder and the decoder for image semantic segmentation. Skip connection has already been adopted in FCNs (Long et al. 2014).

2. Are you sure that only three papers have been published on deep learning to extract coastline?
Thank you for your valuable comment. Indeed, the methods for coastline extraction based on semantic segmentation deep neural network are limited and difficult to locate. As for the “three papers which have been published on deep learning to extract coastline”, we have searched related articles in Google Scholar with keywords such as “sea-land segmentation”, “coastline”, and “deep learning,” and found that 4 papers have been published on sea-land segmentation using deep learning techniques. There may be other papers that I did not retrieve. In addition, a paper that produced a sea-land segmentation map by deep learning was added to the introduction. In the fifth paragraph of Introduction of the revised version (on page 7, lines 40-45), we changed the wording to “There are still relatively few approaches which have been used for sea-land segmentation based on semantic segmentation deep neural networks, and these datasets are difficult to locate”; “Lin et al. (2017b) proposed applying a multi-scale structure to FCNs to address the segmentation of sea, land and ships at the port.”
3. Please insert more information about the used data (i.e. spectral bandwidth, spectrum range, radiometric resolution, etc), even if they are known in literature, to better support the readers: what bands did you use? All Landsat 8 bands?
Thank you for the suggestion. The terms “spectral band”, “wavelength range”, and “spatial resolution” are commonly used in Landsat-8. In the revised paper, more information about these terms pertaining Landsat-8 OLI data has been added to Table 1 in the supplementary materials. This will explain Landsat-8 OLI to readers. We used a combination of Red-Green-Blue (4, 3, 2) bands and NIR-SWI1-Red (5, 6, 4) bands as sea-land segmentation datasets, without using all Landsat-8 OLI bands. This was done because combined imagery with natural color Red, Green and Blue (4, 3, 2) bands can highlight geological features. These include textural characteristics and igneous and sedimentary rocks, as well as structural features and vegetation, at a regional scale. The NIR-SWI1-Red (5, 6, 4) band combination can highlight features of land and water. The context is updated in the first paragraph of Section 2.2 of the revised version (on page 11, lines 18-48). The revisions are as follows.
Landsat-8 OLI remote sensing images were used as experimental data. The Landsat-8 OLI is a nine-band push broom scanner with a swath width of 185 km, eight channels at 30 meters spatial resolution, and one panchromatic channel at 15 meters spatial resolution (Shen and Feng. 2018). For more information about Landsat-8 OLI, Table 1 in the supplementary materials presents its spectral bands, wavelength range, and spatial resolution. Out of the multitude of possible combinations of spectral bands, Red-Green-Blue (4, 3, 2) and NIR-SWI1-Red (5, 6, 4) band combinations were generated for the purposes of the sea-land segmentation map. Natural Red, Green and Blue (RGB) combination imagery can highlight geological features such as textural characteristics and igneous and sedimentary rocks, as well as structural features and vegetation at a regional scale (Sabins. 1999). The NIR-SWI1-Red combination can highlight features of land and water. RGB color combination imagery from Landsat-8 OLI data bands 4, 3, 2 and bands 5, 6, 4 are shown in (a) and (b) of Figure 1.
4. More considerations can be introduced in discussion and conclusion about the possibility to compare other datasets presenting different resolutions and spectrum range (compared to Landsat 8 imagery) with the same purpose. 

Thank you for the valuable comment. There is no online benchmark for sea-land segmentation, and creating a novel dataset is time-consuming. Therefore, we propose comparing other Landsat 8 imagery presented by different spectrum ranges to test the performance of the proposed methods. Landsat-8 OLI employs eight channels at 30 meters spatial resolution, and one panchromatic channel at 15 meters spatial resolution. Thus, we considered comparing different spectrum ranges of Landsat 8 imagery. In the revised paper, a comparison of different Landsat 8 imagery spectrum ranges has been adopted for sea-land segmentation. The results both Red-Green-Blue (4, 3, 2) and NIR-SWI1-Red (5, 6, 4) band combinations have been improved in the discussion and conclusion sections. The detailed revisions are as follows. 

(1) In the second paragraph of Section 4.3 of the revised version (on page 22, lines 43-55 to on page 23, lines 1-11), the segmentation accuracy in Table 4 demonstrates the differences between RefineNet, FC-DenseNet, DeepLabV3+, PSPNet, SegNet, and U-Net on bands 5, 6, and 4 the combination data. As shown in Table 4, the overall performance is improved, compared to the data for the 4, 3, 2 band combination, with the exception of the SegNet model. The SegNet model works well for land classification, but the sea classification is poor, resulting in low stability calculations for test accuracy, precision, recall, f-score and mean IoU. Except for the SegNet model, the average test accuracy was over 99%, of which FC-DenseNet was the highest (99.58%). The mean IoU was 92%-94%, except for the SegNet model. The highest was still DeepLabV3+ (93.36%).

(2) In the revised paper (on page 25, lines 36-55), for the 5, 6, and 4 band combination data, SegNet classifies the sea errors, resulting in low accuracy, IoU, and loss during training. In order to compare the respective accuracies of IoU and the loss trend between the models during training, the y-axis value range is small, SegNet's average verification accuracy is 0.60-0.65 and the IoU range is 0.5-0.6. Also, the training loss is greater than 0.2. Thus, SegNet is not in the figure. For the 4, 3, and 2 band combination data, the average verification accuracy/epoch in the curves (a) in Fig. 8 shows that FC-DenseNet, PSPNet, and DeepLabV3+ spike in the epoch before 25. They then stabilize. However, RefineNet, and especially SegNet, grow slowly with wide fluctuation. Compared to the 4, 3, and 2 band combination data, each model performs well in the 5, 6, 4 band combination data.
(3) DeepLabV3+, FC-DenseNet and PSPNet rapidly converge and model performance is stable, especially for 5, 6, 4 band combination data (revised paper page 26, lines 23-26). 
(4) The accuracy of the images for the 5, 6, and 4 band combination data is better than that of natural color Red-Green-Blue (4, 3, 2) band imagery, and the model is more stable (on page 29, lines 53-55 to on page 23, line 4). 
5. to better support the explanations in the introduction, other references can be introduced, especially on other approaches for coastline extraction from satellite images. I note that some important studies on these aspects are not cited. For example, on NDWI approach as well as on comparison of different methods, I suggest at least: 

Liu, Y., Wang, X., Ling, F., Xu, S. and Wang, C., 2017. Analysis of coastline extraction from Landsat-8 OLI imagery. Water, 9(11), p.816 (cited by 11).

Maglione, P., Parente, C. and Vallario, A., 2014. Coastline extraction using high resolution WorldView-2 satellite imagery. European Journal of Remote Sensing, 47(1), pp.685-699 (cited by 38).

Sarp, G. and Ozcelik, M., 2017. Water body extraction and change detection using time series: A case study of Lake Burdur, Turkey. Journal of Taibah University for Science, 11(3), pp.381-391 (cited by 50).
Thank you. Additional literature review on coastline extraction from satellite imagery has been added to the revised introduction. The references provided by the reviewer have also been added in the reference list. The detailed revisions appear in the second paragraph of the Introduction section (on page 4, lines 8-50). The detailed revisions are as follows.
Automatic coastline extraction methods mainly are including edge detection, threshold segmentation, supervised algorithms, and unsupervised algorithms. The edge detection method extracts water edges by locating them according to changes in the grey levels of image edges. Another method, threshold segmentation, separates the pixel grey levels between the target object and the background by setting corresponding thresholds. Liu and Jezek (2004) extracted coastlines by integrating Canny edge detection and locally adaptive thresholding methods. Supervised classification separates land and water by number of samples and classification methods, using data from sources such as Landsat (Ouma and Tateishi 2006), WorldView (Sekovski et al. 2014), and QuickBird (Tarmizi et al. 2014). Unsupervised methods refer to the techniques that do not require the user to specify any information about the features contained in the images. NDWI are the most commonly used waterbody extraction methods (Xie et al. 2016). NDWI, as well as improved NDWI automatic coastline extraction methods, are based on differences in spectral characteristics between water and land, as identified by band combination (Maglione et al. 2014; Sarp and Ozcelik 2017). In addition, Liu et al. (2017) extracted coastline by integrating downscaling, pan-sharpening and water index approaches to increase the accuracy of coastline extraction from Landsat-8 OLI imagery. 

Minor remarks: 
1.Raws 34-35 (Secondly, the corrected multi-band images are subjected to image fusion to generate three channels of images): please, explain this aspect because it is not sufficiently clear, in my opinion.
Thank you. The language used in our description may have been unclear. The neural networks we downloaded (e.g., RefineNet, Deeplabv3+, PSPNet, FC-DenseNet, SegNet and U-Net) require three-channel RGB image. Thus, we selected the Red-Green-Blue (4, 3, 2) band combination and the NIR-SWI1-Red (5, 6, 4) bands (the new band combination from your proposal 4) from Landsat-8 OLI to generate a three-channel RGB image. This was used for feed network training after atmospheric correction. To clarify, we have reworded the statement in the revised paper (on page 13, lines 40-45). The detailed revisions are as follows.
“Secondly, the corrected multi-band images are subjected to image fusion to generate three channels of images” was replaced by “Secondly, the Red-Green-Blue (4, 3, 2) and NIR-SWI1-Red (5, 6, 4) band combinations were selected from the corrected multi-band images to generate three-channel RGB imagery for the feed network training.” 
2.Figure 1: insert graticule (parallels and meridians) on the map to facilitate read coordinates (at least the bars on the map’s border to chart the  graticule).

Thank you for your suggestion. We have improved Figure 1, and have inserted a graticule (parallels and meridians) on the map in the revised paper.
Reviewer#2:

Comments to the Author

This paper mainly has done two works, one is making the dataset and the other is comparing the performance of different DCNNs for sea-land segmentation. The work is interesting, but, some parts of the paper need to be improved.
Thank you for your valuable comments.

1.In page 1, line 44, Give the full spelling of “FC-DenseNet”.
Thank you. The full spelling of “FC-DenseNet” is Fully Convolutional DenseNet. In the revised paper, we provide the full spelling on page 1.

2.In the introduction part, “coastline extraction” has been used, while the paper was mainly about sea and land segmentation. It didn’t describe how to extract coastline after segmentation.
Thank you. This is a good critique. The work in this paper sought to obtain the waterlines through sea-land segmentation. This appears in the first paragraph of the revised introduction (on page 3, lines 16-33). The detailed revisions are as follows.

However, coastline extracted from remote sensing image is an instantaneous waterline. The extracted coastline required further tide correction according to tide-level observation data (e.g., tidal height during satellite imaging, tidal height at average high tide, coastal slope). We did not have any tide level observation data, and therefore we only conducted instantaneous waterline extraction. Sea-land segmentation is the primary means of instantaneous waterline extraction from remote sensing images, and boundaries between sea and land can be deciphered from the sea-land segmentation map.
3.Part 2.1 “These are China’s …sustainable development” introduced the importance of extraction of coastline, thus it is better to be put in introduction part.
Thank you for these instructions. The description “These are China’s most densely populated and most prosperous areas. Coastal zones have thus become crucial living spaces for China’s sustainable development” in Part 2.1 has been moved to the first paragraph of the revised introduction (on page 3, lines 6-9). To better relate to the context, we have made minor modifications. The revisions are as follows.
Coastal zones are the most densely-populated and most prosperous areas. Thus, coastal areas become crucial living spaces for a country's sustainable development.

4. Where is part “2.1.1”?
Thank you for this reminder. This mistake has been corrected in the revised paper, and Part “2.1.2” has been replaced by “2.2”.

5.In page 11, line 15-16, What does "pre-trained" mean? Do you mean you uses the weights which trained on other dataset? If so, how does it work when the dataset does not contain sea and land?
Thank for the valuable comment. “Pre-trained” basenet means that the neural network employs the features of the other dataset with a large number of images (The ImageNet is employed to train the basenet in this paper) as an initialization parameter for the training model. The well-extracted features are then fine-tuned to adapt to the current scene. Models such as ResNet, VGG, and Iception provide training parameters on ImageNet for users to fine-tune. This not only saves time and resources, but also performs favorably. Deeplabv3+, RefineNet and PSPNet models require pre-training in the code provided by the author. 
To assist readers, we have improved the statement in the revised paper (on page 23, lines 28-30). “However, the experiment results in Table 5 show that pre-training has no obvious positive effect on sea-land segmentation. This was because neither DeepLabV3+, RefineNet, nor PSPNet extracted sea or land features from the public dataset during pre-training. However, if pre-trained on a dataset containing sea or land features, networks with two training stages will perform better” has been replaced by “If networks with two training stages are pre-trained on a dataset containing sea or land features, they will perform better” in the revised paper.
6.In page 12, line 26-27, Why using of skip connection leads unclear target errors? In page 12, line 30-33, explain the specific reason for “small-scale misclassification errors under the use of symmetric connection”. In addition, symmetric connection is also a kind of skip connection, they may have same drawbacks.
Thank you for the valuable comments. The ambiguous classification generally happened for small scale targets, both for skip connection and symmetric connection. Generally speaking, both consolidate the early stage feature map to the deconvolution feature maps. However, the early stage feature map extracts low-level features, which generally lack complete extraction and provide discontinuous boundary information. With the receptive field increase, the semantic information on the high-level features intensifies, but the resolution is lower, and more details are lost. This leads to ambiguous classification in both skip and symmetric connection when the unwell extracted feature maps consolidate to the deconvolution layers.
To aid the readers, we have improved the statement in the revised paper (on page 15, lines 33-48). It now reads: Skip connection and symmetric connection structure (such as FC-DesneNet, RefineNet, SegNet, U-Net) are prone to small-scale classification errors that are good for neither boundaries nor boundary details. Skip connection and symmetric connection generally consolidate the early stage feature map to the deconvolution feature maps. However, the early stage feature map extracts low-level features, which generally lack complete extraction and contain discontinuous boundary information.

7.In page 13, line 6. Does “ResNet” mean you changed the backbone of above existed networks (U-Net, Deep-lab V3+…), and used ResNet as their backbone?
Thank you for these instructions. For fair comparison of PSPNetNet, DeepLabV3+ and RefineNet, we chose the same pre-trained network, ResNet, to initialize the training model’s weight parameters. However, U-Net, SegNet and FC-DenseNet each extract all features end-to-end via the neural networks themselves.
8.In page 16, the parameter K does not consistent with equation (9).
Thank you for this reminder. We have changed the “K” in the text to “k” in the formula (9). The mistake has been corrected in the revised paper.
9.In Page 18, give the specific number of batch size.
Thank you for your reminder. The batch size is 2. The batch size is given in Section 4.2 of the revised paper (on page 21, line 45).

10.In page 24, line 36-38, How does this work solved the limitations of these problems? 
Thank you. There are three reasons why “This process framework solves the limitations of deep learning techniques on remote sensing images for sea-land segmentation.” 

（1）This paper provides a solution for multi-band remote sensing image processing into a data format that can be input into a neural network. In addition, a selection reference is provided for a combination of bands suitable for sea-land segmentation. Experiments show that the combination of bands 5, 6, and 4 outperforms the combination of bands 4, 3, and 2 in sea-land segmentation. This addresses the limitations of selecting band combinations from Landsat-8 OLI.
（2）This paper provides sea-land segmentation benchmark dataset to the community. This addresses the limitations of using sea-land segmentation for deep-learning techniques without a benchmark dataset.
（3）This study presents a selection based on AIC and BIC strategies that can weigh accuracy and model complexity. This solves the dilemma of deciding which semantic segmentation model to use.
To avoid misunderstanding, in the revised paper (on page 28, lines 51-56), we updated the original sentence “This process framework solves the problem of the poor versatility of traditional methods and the limitations of deep learning techniques on remote sensing images for sea-land segmentation” to “This process framework solves the problem of the poor versatility of traditional methods and the limitations of sea-land segmentation using deep learning techniques on Landsat-8 OLI images”. 
11.Some part in the paper may make people think it proposed a deep-learning based network, e.g., In Conclusion part, “This study presents a new sea-land segmentation process framework that realizes automated coastline extraction from an optical satellite via deep learning techniques”; In page 17, line 13-14, “To highlight the effectiveness of the proposed method”. In reality, the results only show which DCNN is best under your framework based on AIC/BIC, but they cannot prove the effectiveness of the framework. These descriptions should be modified.

Thank you for the suggestion. In order to prevent misunderstanding, these descriptions have been modified in the revised paper. The revisions are as follows.

(1) This appears in the first paragraph of the conclusion of the revised paper (on page 28, lines 36-38), the ambiguous descriptions have been modified. The sentence “This study provides a new sea-land segmentation process that realizes automated coastline extraction from an optical satellite via deep learning techniques” Has been replaced by “This study presents a complete sea-land segmentation process that realizes sea-land segmentation from Landsat-8 OLI via deep learning techniques.” 

(2) In Section 4 of the revised paper (on page 20, lines 33-38), the ambiguous descriptions have been modified. “To highlight the effectiveness of the proposed method, DeepLabV3+, RefineNet, FC-DenseNet, PSPNet, U-Net, and SegNet are compared using the same dataset and on the same experimental environment” has been replaced by “To highlight the effectiveness of the model for sea-land segmentation, DeepLabV3+, RefineNet, FC-DenseNet, PSPNet, U-Net, and SegNet are compared using the same dataset and on the same experimental environment.”


(3) In the first paragraph of the conclusion of the revised paper (on page 29, lines 11-16), the ambiguous descriptions have been modified. “The results of the experiment indicate that FC-DenseNet performs better than other network structures at sea-land segmentation, in terms of the comparative analysis above” has been replaced by “In terms of the comparative analysis above, FC-DenseNet performs better in sea-land segmentation than other network structures based on AIC/BIC. Considering time efficiency, DeeplabV3+ performs better for sea-land segmentation.” 
Editor's Comments to Author:

Associate Editor

Comments to the Author:

I apologize for the delay the review took but it was very hard to secure enough reviewers... Two reviewers looked at your paper. Interestingly, Reviewer 1 asks for minor corrections while the comments are requiring somehow major corrections, while Reviewer 2 is the opposite (asks for major revision but has minor issues)... 

The paper is a good fit for Marine Geodesy and presents interesting and novel outcomes of a study. Please address all the comments from the two reviewers. Reviewer 1 would like to see more details on the method used, a point I agree with. I also have a number of elements I would like you to correct when preparing your resubmission:

- The text is generally well written (English is correct) but there are exceptions. I will not list all the issues but please proof all your text carefully;
   Thank you for the valuable comments.

1.  Make sure you introduce all your abbreviations on their first use. For instance, "OLI" (in Landsat-8 OLI)", SVM, NDWI, ...
Thank you for the reminder. All abbreviations have been provided with their full spellings (e.g. OLI, SVM, NDWI) on their first usage in the revised paper. The revisions are as follows.
(1) The full spelling of “OLI” is Operational Land Imager. In the revised abstract, the full spelling of “Landsat-8 OLI” is given on page 1.

(2) The full spelling of “SVM” is Support Vector Machine. However, after revision, we have decided to remove “SVM” from the paper.
(3) The full spelling of “NDWI” is Normalized Difference Water Index. In the second paragraph of the revised introduction, the full spelling of “NDWI” is given on page 4.

2. Replace "The first is encoder..." by "The first way is to use an encoder..."
   Thank you for the reminder. This mistake has been corrected in the revised introduction.

3.  Rephrase "However, the ecology of coastal zones has degenerated..." (you could for instance say "However, coastal ecosystems have been degraded..."

Thank you for the suggestion. The mistake has been corrected in Section 2.1. of the revised paper.

4. The text saying "Figure 1 shows the study area..." until "respectively" could be much reduced. It goes in too much details. Generally, for all of you text, consider moving some details about the figures in the figure caption, to make the core text easier to read.
   Thank you for the suggestion. We have removed details from Figure 1 in Section 2.2 of the revised paper. 
5. In the conclusions, I do not understand the sentence "For skip/symmetric connection structure..." (it seems to have a grammatical problem). Also, remove the next sentence saying "We plan to publish...". You can and are encouraged to publish the code and data as supplementary material for this paper, but if you don't, you should not discuss future hypothetical plans to do it.
Thank you for the reminder. “Skip connection structure” refers to an asymmetric skip connection structure; “symmetric connection structure” refers to a symmetric skip connection structure. To prevent misunderstanding, the sentence “for skip/symmetric connection structure...” has been changed to “For skip connection structure or symmetric connection structure...” in the revised paper. 
   Thank you for your suggestion. The sentence “We plan to publish...” has been removed from the conclusion by "The sea-land segmentation benchmark dataset is available at: https://pan.baidu.com/s/1BlnHiltOLbLKe4TG8lZ5xg. in the abstract of the revised paper.

6. Table 5 caption: replace "in in" by "in"
Thank you for the reminder. The mistake has been corrected in the revised paper.
7. Table 2: this table is useful and important but would be best submitted outside of the paper as [ (see instructions for authors of the journal)
Thank you for the reminder. Table 2 has been submitted outside of the paper, as supplementary material in the revised paper. In order to better relate it to the context, we have made minor modifications. In the revised paper (on page 12, lines 16-21), we have changed the text to “For more information on selecting data, Table 2 in the supplementary materials presents the maps’ coordinates, dates, and cloud covers used in the USGS dataset”. 
8. Table 3: I also feel this should go as Supplementary material. Or maybe make it more compact?
Thank you for the suggestion. Table 3 has been compacted in the revised paper. 
9. Table 4: please remove this table and put those details in the text instead
  Thank you. Table 4 has been removed from Section 4.2 of the revised paper. Instead, these details have been added to Section 4.2 of the revised paper (on page 21, lines 35-43). The revisions include the following.
“The experiments were conducted on an NVIDIA GTX 2080Ti GPU with 16 GB of RAM. All neural network structures were deployed on tensorflow 1.12, python 3.5.2, CUDA 10.0, and cuDNN 7.3.1 running on Ubuntu 16.04. This provided ideal compatibility for the GPU platform.

10. Figure 1: this is a terrible map. Please improve it. You don't really need the world map (the inset). Then, color the land (light color) and add some labels on the map (China, other countries, country borders, some of the ocean or sea, ...)
Thank you for the suggestion. The world map (the inset) in Figure 1 has been removed from the revised paper. We have also added labels to the map (China, international borders, bodies of water) in the revised Figure 1.

11.Figure 2: The font type used for the text does not read well. Consider changing to to a sans-serif cont (e.g. Arial)
Thank you for the reminder. We have changed the font in the text of Figure 2 to Arial.

12. Figure 4, 5, 6, 7. Please move the text that is currently in your manuscript and describes the blue and yellow boxes on those maps to the caption of Figure 4
Thank you for the reminder. We have moved the text in the revised manuscript and described the blue boxes and yellow circles on the maps in the captions on Figure 4.
