Appendix 1 (supplementary material): the propensity score matching method


[bookmark: _GoBack]The contribution of wood-based and non-wood-based forest products to household income and poverty alleviation is estimated by employing the propensity score matching approach (Rosenbaum and Rubin 1983). The income used in the current analysis is the total household income earned from all the different sources, i.e. farm and non-farm. The headcount index was considered as a proxy for poverty. This index was estimated based on household consumption and the rural food poverty line of Bhutan. Propensity score matching matches similar households in both groups, i.e. households collecting forest products (hereafter called “forest-users”) and households who do not collect forest products (hereafter called “non-forest-users”). The method requires a large data set for both groups, which was the case here (3,727 forest-user households and 623 non-forest-user households). 

In the following, the “treated population” (or simply the “treated”) represents the population of forest-user households, while the “control population” (or simply the ‘control”) represents the population of non-forest-user households. 
We hypothesize that the treatment effect for the treated population is expected to be of primary significance. This effect may be given as

					[1]		





 is the average treatment effect for the treated (ATT), denotes the value of the outcome for the treated,  is the value of the same variable for the control, and I is the indicator for user of forest resource. A major problem is that we do not observe because by definition, a non-forest-user does not use forest resources. Although the difference  can be estimated, it is a potentially biased estimator. 

In the absence of experimental data, the propensity score-matching model (PSM) can be employed to account for this sample selection bias (Dehejia and Wahba 2002). The PSM is defined as the conditional probability that a household uses forest resources, given pre-using characteristics (Rosenbaum and Rubin 1983). To create the condition of a randomized experiment, the PSM employs the unconfoundedness assumption (also known as the conditional independence assumption, CIA), which implies that once Z, the vector of pre-use of forest resources characteristics[footnoteRef:1], is controlled for, forest resource use is random and uncorrelated with the outcome variables. The PSM can be expressed as: [1:  The conditional distribution of Z, given p(Z) is similar in both groups, users and non-users of forest resources.] 


							[2]

Unlike the parametric methods mentioned above, propensity score matching requires no assumption about the functional form in specifying the relationship between outcomes and predictors of outcome. The drawback of the approach is the strong assumption of unconfoundness. As argued by Smith and Todd (2005), there may be systematic differences between outcomes of those households using and not using forest resources even after conditioning because selection is based on unmeasured characteristics. However, Jalan and Ravallion (2003) pointed out that the assumption is no more restrictive than those of the IV approach employed in cross-sectional data analysis. A study was carried out by (Michalopoulos et al. 2004) to assess which non-experimental method provides the most accurate estimates in the absence of random assignment. They conclude that propensity score methods provided a specification check that tended to eliminate biases that were larger than average. On the other hand, fixed effects model did not consistently improve the results.

2.2.1  Average treatment effects
After estimating the propensity scores, the average treatment effect for the treated (ATT) can then be estimated as:

											[3]
Several techniques have been developed to match households using and not using forest of similar propensity scores, such as nearest-neighbor matching, kernel matching, caliper/radius matching, stratification matching, mahalanobis metric matching. In practice, the choice of the matching method often appears to make little difference (Smith and Todd 2005). In small samples the choice of the matching approach can be important (Heckman et al. 1997). However, there appears to be little formal guidance in the choice of optimal method. The choice should be guided in part by what the distribution of scores in the comparison and treatment samples looks like. For example, if some treated persons have many close neighbors and others only have one, one would favor kernel matching or caliper matching over multiple nearest-neighbor matching. Taking another example, if the comparison and treatment samples are of roughly equal size, then single nearest-neighbor matching makes more sense than it does when the comparison sample is much larger than the treatment sample because in the latter case single nearest-neighbor matching would result in throwing out lots of useful information. Pragmatically, it seems sensible to try a number of approaches because, as noted earlier, the performance of different matching estimators varies case-by-case and depends largely on the data structure at hand (Zhao 2003). Should they give similar results, the choice may be unimportant. Should the results differ, further investigation may be needed in order to reveal more about the source of the disparity. Judgment and consideration is required at each stage of the process. It is always advisable to employ more than one matching approach, just to check for the robustness of the variables. 

2.2.2  Assessing the quality of matching between participants and non- participants
It is important to note that a major objective of propensity score estimation is to balance the observed distribution of covariates across the groups of participating and non-participating household. A balancing test is normally required after matching to ascertain whether the differences in the covariates in the two groups in the matched sample have been eliminated, in which case the matched comparison group can be considered as plausible counterfactual (Caliendo and Kopeinig 2008). 

To be effective, matching should balance characteristics across the treatment and matched comparison groups. The extent to which this has been achieved can be explored in the first instance by inspecting the distribution of the propensity score in the treatment and matched comparison groups. These should appear similar. Noticeable differences should raise concern about the success of the match. However, the real purpose of matching is to balance the characteristics. It is informative to inspect summary statistics for the treatment group and compare them with the matched comparison group. Slightly more formally, a measure of the bias can be calculated for each characteristic in order to achieve a standardized indicator of the degree to which the matching has been successful in balancing covariates (Sianesi 2001). The success of the propensity score estimation is assessed by the resultant balance rather than by the fit of the models used to create the estimated propensity scores (D’Agostino Jr. and Rubin 2000).

However, due to the potentially strong influence of unobservable variables, a hidden bias might arise and the results might not be robust in the presence of such bias, hence for that reason a sensitivity analysis has been carried out to estimate the impact of the unobservable variables which affect assignment into treatment and the outcome variables simultaneously. 
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