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1. Parameters used to build the final counter-propagation artificial neural network (CPANN) models 2 and 8.

Parameters used to build model 2:
Size of the network: 18x18 neurons
Maximal correction factor used for correcting CPANN weights: 0.183
Minimal correction factor used for correcting CPANN weights: 0.110
Number of epochs: 244
Toroid model
Selected descriptors (1-descriptor is selected, 0-descriptor is not selected): 10111100000001101000111000000010000001100110100000001101000000000000000010000000000010010

Parameters used to build model 8:
Size of the network: 25x25 neurons
Maximal correction factor used for correcting CPANN weights: 0.538
Minimal correction factor used for correcting CPANN weights: 0.062
Number of epochs: 65
Non-toroid model
Selected descriptors (1-descriptor is selected; 0-descriptor is not selected):
00110111000000100011011100000010000011101110001000001001000000100000000010011001000001010

Training and test set data are available in supplementary file “datasets.xlsx”. The models 2 and 8 are available in supplementary material as “model_2.xlsx” and “model_8.xlsx”.


2. 
Table S1: Summary of the results obtained from the models when CPANN was optimized with GA and RMSE of internal test set was used as optimization criterion.
	ID
	Size of the network
	RMSE internal test (114 objects)
	RMSE new external test set (112 objects)
	RMSE of cross-validation for 100 different permutations of objects
	Number of external test set objects in AD
	RMSEext in AD/without 3 worst predictions 

	1
	18x18
	0.68
	1.1
	1.03±0.02
	111
	1.09/0.91

	2
	18x18
	0.68
	1.1
	1.16±0.06
	111
	1.09/0.91

	3
	18x18
	0.65
	1.15
	1.09±0.03
	112
	1.15/0.99

	4
	28x28
	0.6
	1.15
	1.05±0.04
	111
	1.13/0.98

	5
	19x19
	0.63
	1.01
	1.05±0.03
	110
	1.02/0.92

	6
	12x12
	0.69
	1.09
	1.10±0.03
	111
	1.08/0.92

	7
	11x11
	0.7
	1.11
	1.06±0.03
	111
	1.11/0.93

	8
	25x25
	0.7
	0.98
	1.06±0.02
	110
	0.97/0.85

	9
	27x27
	0.64
	1.07
	1.09±0.02
	110
	1.06/0.92

	10
	22x22
	0.64
	1.15
	1.12±0.03
	108
	1.1/0.95





3. Selected MLR model
log(1/LC50) = 0.8212 − 0.2896*nO + 0.3062*TI2 + 0.2844*w − 0.1663*T(N..N) + 0.4315*ATS2m + 0.4303*ATS5m + 0.1622*MATS5m + 0.1603*GATS3m − 0.3591*GATS1v
Descriptor abbreviations used:  nO - number of Oxygen atoms; TI2 - second Mohar index TI2; w - detour index; T(N..N) - sum of topological distances between N..N; ATS2m - Broto-Moreau autocorrelation of a topological structure - lag 2 / weighted by atomic masses; ATS5m - Broto-Moreau autocorrelation of a topological structure - lag 5 / weighted by atomic masses; MATS5m - Moran autocorrelation - lag 5 / weighted by atomic masses; GATS3m -Geary autocorrelation - lag 3 / weighted by atomic masses; GATS1v - Geary autocorrelation - lag 1 / weighted by atomic van der Waals volumes.
Normalized descriptor values are used. Normalization factors are given in supplementary material in file datasets.xlsx.
Desciptors nO, w, T(N..N), ATS2m, ATS5m and MATS5m can be found also in the model 8 optimized by GA-CPANN-CV method. The descriptors nO, TI2, w, T(N..N), ATS2m and ATS5m are present in model 2.



4. Description of counter-propagation artificial neural network (CPANN)

The following description of CPANN for triangular neighbourhood function is summarized from the following sources: 
· F. Marini, A. Roncaglioni and M. Novič, Variable selection and interpretation in structure – affinity correlation modelling of estrogen receptor binders, J. Chem. Inf. Model. 2005, 45, pp. 1507-1519;
· J. Zupan and J. Gasteiger, Neural Networks for Chemists, An Introduction, VCH Verlagsgesellschaft, Winheim,1993;
· J. Zupan, M. Novič, I. Ruisanchez, Kohonen and counter-propagation artificial neural networks in analytical chemistry. Chemom. Intell. Lab. Syst. 1997, 38, pp. 1-23.

Counter-propagation neural network comprises elements of unsupervised and supervised learning which take place in Kohonen and output layer of CPANN, respectively. The neurons in CPANN are usually arranged in two-dimensional plane. In toroidal CPANN, the neurons at the edges of the plane become neighbours with the neurons at the edges on the opposite side of the plane.
Each object is input to the network as a vector (xs). In each iteration (t), the unit (neuron) whose weight vector (wj) is the most similar to the input (xs) is selected as the central neuron (‘winner’). The weights of all the neighbouring neurons within a topological distance dmax to the central neuron are corrected according to the following equation:


,

where dr is an integer in the interval [0,dmax],  is the learning rate, dr is the number of units separating the actual neuron (i) from the winner. Maximal distance dmax decreases during learning process. At the beginning of learning it covers entire network, and at the end, when dmax equals zero, it is limited to the central neuron. The correction of the weights in Kohonen layer does not need information about the target, thus it is considered as an unsupervised learning. The weights in the output layer are corrected on the basis of the position of the central neuron and the target values of objects in the training set. The position of the central neuron in Kohonen layer is used to define the neighbourhood for correction of the weights (uj) in the output layer. The weights in the output layer are corrected similarly as in Kohonen layer, but now the target values (ts) are taken into account, as written in the following equation:




Target values are used to correct the weights in the output layer. Therefore, supervised learning is used in the output layer. Learning rate constant η is calculated using the following equation: 


Learning rate  is maximal (amax) at the beginning of the learning and minimal (amin) at the end of the learning when predefined number of epochs (nepochs) used for training is reached. Parameters amax and amin represent maximal and minimal correction factors (maximal and minimal learning rates allowed during training). The number of objects entered into the training process is equal to the current iteration t and tm is the total number of objects that will be entered until the completion of  the learning process, which is calculated as a product of the number of objects (nobj) and the number of epochs predefined for training (tm = nepochsnobj).
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