Supplementary file 1: Analytical procedures
U-Pb analysis
LA-ICP-MS U-Pb analyses of zircon were carried out at the University of Newcastle (Australia) using a NWR UP-213 Nd:YAG laser ablation system, coupled with an Agilent 7700x ICP-MS. Spot selection was guided by CL and transmitted light imaging. Standard spot ablation was employed, and the spot size (25 and 40 μm) was fixed in any individual session. A repetition rate of 5 Hz was used for all analyses. Helium gas was used as the laser ablation carrier gas. A single analysis typically contains 1s (2 Hz) pre-ablation, 30s washout time, 30s background and 50s sample analyses. Unknown sample analyses were interspersed with zircon standards GJ-1, Mud Tank, and 91500. Instrumental drift was modelled using Iolite 2.5, similar to that described by Paton et al. (2010). GJ-1, with a 207Pb/206Pb age of 608.5 ± 0.4 Ma (Jackson et al., 2004), was used as the primary standard for data reduction. Mud Tank and 91500 were used as secondary standard for accuracy valuation. Mud Tank and 91500 analyses gave age results within 1% of the TIMS ages of 732 Ma (Black and Gulson, 1978) and 1065 Ma (Wiedenbeck et al., 1995), respectively. Internal error is normally better than 1%. Excess error estimated by calculating the additional uncertainty for each analysis required to produce an MSWD of 1 for the primary standard (Paton et al., 2009) is typically better than 3% and is propagated to every single analysis as the external error. Analyses with internal errors greater than 3 % and propagated errors greater than 5 % have been excluded as they most likely reflect heterogeneous isotope ratios of zircons. In Appendix Table 1, we present both internal and propagated errors (2σ). 206Pb/238U ages are used when grains are younger than 1000 Ma. Otherwise, 207Pb/206Pb ages are used as the best estimation of the age of zircon crystallization. U-Pb Concordia diagrams and age probability distribution plots have been prepared using ISOPLOT 3.0 /EX (Ludwig, 2003). For constructing age probability distribution plots and further interpretation analyses with discordance greater than 10% were filtered, as well as grains with 2σ error higher than 10%. Age peaks were calculated using Age Peak macro of Gehrels (2009). For each sample we present two values of maximum depositional age (MDA), calculated using two different methods suggested by (Dickinson and Gehrels, 2009). These include (1) youngest single grain (YSG) age, and (2) a more conservative estimate based on mean age of the youngest cluster (n≥3) of grain ages that overlap in age at 2σ, further referred to as mean age of the youngest cluster.
Zircon grains were hand selected and mounted in epoxy resin together with chips of the TEMORA (Middledale Gabbroic Diorite, New South Wales, Australia) and 91500 (Geostandart zircon) reference zircons. The grains were sectioned approximately in half and polished. Reflected and transmitted light photomicrographs and cathodoluminescence (CL) SEM images were prepared for all zircons. The CL images were used to decipher the internal structures of the sectioned grains and to target specific areas within these zircons.
[bookmark: _GoBack]The U-Pb analyses of the zircons were made using SHRIMP-II ion microprobe (Center of Isotopic Research, VSEGEI, St. Petersburg, Russia). Each analysis consisted of 5 scans through the mass range, diameter of spot was about 18 mkm, primary beam intensity was about 4 nA. The data have been reduced in a manner similar to that described by Williams (1998, and references therein), using the SQUID Excel Macro of Ludwig (2000). The Pb/U ratios have been normalized relative to a value of 0.0668 for the 206Pb/238U ratio of the TEMORA reference zircons, equivalent to an age of 416.75 Ma (Black and Kamo, 2003). Uncertainties given for individual analyses (ratios and ages) are at the one  level; however the uncertainties in calculated concordia ages are reported at two  level. The Ahrens-Wetherill (1956) concordia plot has been prepared using ISOPLOT/EX (Ludwig, 1999).
Lu-Hf isotope analysis
Hf isotope analyses were performed on the same spot or growth zone (defined by CL-imaging) as the U-Th-Pb dating analysis for each zircon grain at the Advanced Analytical Centre at James Cook University, Townsville (Australia) using a GeoLas 193-nm ArF laser and a Thermo Scientific Neptune multicollector ICPMS. He was used as the laser ablation carrier gas. Spot sizes were 44 μm or 60 μm with 7 or 6 Hz laser pulse repetition rate, respectively. Procedure described in detail by Kemp at al. (2009) was followed. 
The mean isotope ratios were obtained from a 60-s ablation period, comprising 60 cycles of 1-s integration time. In the case of signal instability, which generally was related to burning through the zircon grain, only the flattest, most stable portions of the time-resolved signal (however, exceeding 30-s) were selected for integration; this was done off-line using Microsoft Excel software. 
The correction for interference of Lu and Yb on 176Hf was performed as suggested by (Woodhead and Hergt, 2005). For Yb, this involved monitoring the interference-free 171Yb during the analysis and then calculating the magnitude of the 176Yb interference using176Yb/171Yb = 0.897145 (Segal et al., 2003). Lu correction was performed by measuring 175Lu, and using 176Lu/175Lu = 0.02655 (Vervoort et al., 2004). The Mud Tank reference zircon (MTZ), which true solution value is 0.282507±6 (Woodhead and Hergt, 2005), was repeatedly monitored during each session, and the measured average 176Hf/177Hf  of MTZ was always within error of solution value. For each analytical session a unique normalization factor (average measured 176Hf/177Hf  MTZ /0.282507)  was applied to measured 176Hf/177Hf ratio of unknows. High-Yb reference zircons Temora2 and FC1 zircon were also repeatedly monitored during each session.
 To calculate the εHf(t) values, the chondritic ratios of 176Hf/177Hf  of 0.282785 and 176Lu/177Hf  of 0.0336 (Bouvier et al., 2008) were adopted. The decay constant for 176Lu used in calculation is 1.867 × 10-11 yr-1 (Söderlund et al., 2004). Model age (TDM) was calculated by projecting the initial 176Hf/177Hf of zircon back to the depleted mantle evolution curve using 176Lu/177Hf = 0.015 for the average continental crust (Griffin et al., 2002). The presented uncertainty of εHf(t) incorporates error on 176Hf/177Hf  but does not incorporate the error on 176Lu/177Hf.
IN-SIMS baddeleyite dating.
 The fine-grained nature of baddeleyites in the samples studied here (typically less than 30 microns long), required an approach where samples were analyzed using an in situ secondary ionization mass spectrometry (IN-SIMS) method (Schmitt et al., 2010; Chamberlain et al. 2010). Micro-baddeleyite grains were analyzed in-situ from polished thin sections using an aperture in the transfer section of the secondary beam column to reduce the effective sampling diameter from 20 microns to approximately 8 microns. Sample chamber was flooded with oxygen (~105 Torr) to enhance Pb secondary ion yields for baddeleyite by approximately 10-fold; U/Pb relative sensitivity was calibrated by UO2/U using a fixed slope of 0.5. Phalaborwa baddeleyite standard analyzed during the same sessions yielded weighted mean 207Pb/206Pb dates of 2060.4±3.4 Ma (95% confidence, MSWD 1.5) and 2057.1±4.2 Ma (95% confidence, MSWD 1.4), respectively. Phalaborwa UO2/U varied from 7.69 to 9.61 and 6.28 to 9.63, respectively. Pb values were corrected for initial Pb using the 204Pb method and initial Pb isotopic compositions estimated from Stacey and Kramers (1975) model for 1400 Ma. The results of the U-Pb isotopic study are presented in Fig. 4 and Supplementary file 5.


