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The supplementary gives the proof of Proposition 2.1:

Proof. (1) If Xj is independent of Y , then Xj will be independent for any H, and

so f(X|H = l) = f(X), for any l ∈ {1, · · · , S}, thus ωSj = 0. Now suppose ωSj = 0

for all choices of S, say |gol (xj) − gom(xj)| = 0 a.s.for any l,m ∈ {1, · · · , S}. We

consider H = 1 if Y ≤ y and H = 2 otherwise for any y. Because ωSj = 0 and X is

independent of H, f(Xj|Y ≤ y) = f(Xj|Y > y) for all y, that is, if Pr(Y ≤ y) = 0

or Pr(Y > y) = 0,the result holds naturally and if Pr(Y ≤ y) > 0 and Pr(Y > y) >

0,then

f(Xj, Y ≤ y)

Pr(Y ≤ y)
=

f(Xj, Y > y)

1− Pr(Y ≤ y)

⇔
(
f(Xj, Y ≤ y) + f(Xj, Y > y)

)
Pr(Y ≤ y) = f(Xj, Y ≤ y)

⇔Pr(Y ≤ y)f(Xj) = f(Xj, Y ≤ y)

⇔Pr(Y ≤ y)f(Xj) = f(Xj|Y ≤ y) Pr(Y ≤ y)

⇔f(Xj) = f(Xj|Y ≤ y) for any y.
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Consequently, Xj is independent of Y .

(2) Suppose ωSj = 0, then Xj is independent of H according to the previous

proposition. Therefore, Pr(Y ≤ a1|Xj) = Pr(H = 1|Xj) = P(H = 1) is a constant

irrelated to xj, which contradicts with our assumption. As a result, we must have

ωSj .

(3) For the last conclusion, we define

ω∗j = sup
y1,y2

∫ ∣∣goy1(xj)− goy2(xj)∣∣dxj, (1)

where

goy1(xj) =

 f(xj|Y = y1), xj ∈ Ωy1

0, xj ∈ Ωy2 \ Ωy1 .

goy2(xj) =

 f(xj|Y = y2), xj ∈ Ωy2

0, xj ∈ Ωy1 \ Ωy2 .

and

ωSj = max
l,m

∫
Ωl∪Ωm

|gol (xj)− gom(xj)|dxj, (2)

where

gol (xj) =

 f(xj|H = l), xj ∈ Ωl

0, xj ∈ Ωm \ Ωl

gom(xj) =

 f(xj|H = m), xj ∈ Ωm

0, xj ∈ Ωl \ Ωm.

It is noteworthy that goy1 and goy2 corresponds to the random variable Y , but gol

and gom corresponds to the random variable H, however we abuse the notation a

little by writing the go· for both two cases. We can obtain ω∗j > 0 in that Xj is not

independent of Y, ω∗j > 0. So we just need to prove ωSj → ω∗j as S → ∞. By the

definition ω∗j , for ∀ ε > 0, there exists y∗1, y
∗
2 such that∣∣ω∗j − ∫ |goy∗1 (xj)− goy∗2 (xj)|dxj

∣∣ < ε.
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Because f(xj|y) is continuous in y and is bounded by a fixed constant M and∫
|goy1(xj)− g

o
y2

(xj)|dxj ≤
∫ [
|goy1(xj)|+ |g

o
y2

(xj)|
]
dxj = 2.

there exists δ > 0 such that
∫
|goy(xj) − goy∗1 (xj)|dxj for any |y − y∗1| < δ. Take

∆ = Pr(|y − y∗1| < δ), due to maxl=1,··· ,S Pr(H = l) → 0, there exists S0 such that

Pr(H = l) ≤ ∆
2

for S > S0. In such cases, there exists [al1 , al1+1) ⊂ (y∗1 − δ, y∗1 + δ).

We can easily prove that ∫
|gol1(xj)− g

o
y∗1

(xj)|dxj ≤ ε (3)

Similarly,there exists l2 such that∫
|gol2(xj)− g

o
y∗2

(xj)|dxj ≤ ε (4)

In addition, ∫
|gol1(xj)− g

o
l2

(xj)|dxj ≤ ωSj ≤ ω∗j

Hence,

|ω∗j − ωSj | =ω∗j − ωSj

≤
∫
|goy∗1 (xj)− goy∗2 (xj)|dxj + ε−

∫
|gol1(xj)− g

o
l2

(xj)|dxj

≤
∫
|goy∗1 (xj)− goy∗2 (xj)− gol1(xj) + gol2(xj)|dxj + ε

≤
∫ [
|gol1(xj)− g

o
y∗1

(xj)|+ |gol2(xj)− g
o
y∗2

(xj)|
]
dxj + ε

=
∑
i=1,2

∫
|goli(xj)− g

o
y∗i

(xj)|dxj + ε

≤3ε.

Due to ε is arbitrary, the conclusion follows.
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