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1 Proof of Theorem 1

Proof: When ¢ = 2, the theorem follows by noting

01(Wo) = fi + @7 (wo)(P1 + ®2) ' (y — i),

and

2 (wo) = @3 (wo) @5 ' (y — 91)
= 3 (Wo)®5 ' [y — il — ®4(P1 + o) ' (y — f11)]
= ¢ (wo)®; ' [I — By (D1 + @,) '] (y — A1)
= 3 (wo) @, ' [(P1 + P2) — B1](®1 + Do) ' (y — 1)
= @5 (wo)(®1 + ®2) ' (y — f11),
which leads to
71(Wo) + G2(wo) = fi 4 (1 (Wo) + Py(wo))" (1 + P2) ' (y — fil). (1)

Now for a general ¢ > 3, note that

Jg—1(Wo) = ¢§—1(W0)((I)q—l + (I)q>_leq—2v

Jq(Wo) = ¢Z(W0)‘I);1(eq—2 —Yg1)-
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By applying the derivation and results in (1), we have

Ja—1(Wo) + Gg(Wo) = (¢,_1(Wo) + ¢, (W0))" (Rg—1 + Py) 'eg_s

= (g-1(Wo) + B,(W0))" (Rg—1 + Py) " (€g3 — ¥, »). (2)

We also note that

Jq—2(Wo) = dg_5(Wo)(Pg—2 + Bg1 + P,)"'eg-3. (3)
Using (2) and (3), we can again apply the derivation and results in (1) to obtain

Gg—2(W0) + Gg—1(Wo) + Gg(Wo) = (¢,_o(Wo) + @1 (Wo) + B, (W0))" (Rg—2 + Bg—1 + Bg) 'eg_3.
Now we can continue this procedure recursively to g»(wg), which gives
Go(Wo) + -+ + Gg(Wo) = (o (Wo) + -+ + P (W0)) (P2 + -+ - + B,) ey
Combing with g1(wo) = 1 + ¢y (wo)(D_7_, ®;)~'(y — /11), we have
J1(Wo) + J2(Wo) + -+ + J(Wo) = (@1(Wo) + -+ + By (Wo)) " (B1+ -+ Pg) " (y — i)

This completes the proof. [J



