Online appendices for “Interactive L2 vocabulary acquisition in a lab-based immersion setting”

Appendix 1: Descriptive statistics split by all variable levels
Table A shows means, standard deviations and 95% CIs for all subcombinations of the levels of the four factors included in this study. In this table, the header Testing moment covers both the independent variables Exposure frequency and Retention interval.

Table A. Percentage of correctly produced phonemes per target word across all factor levels: mean, standard deviation (SD) and 95% confidence intervals (CI). 
	Group
	[bookmark: RANGE!A1:F17]Cognate status

	Testing moment
	Lag

	n

	Mean

	SD

	95% CI

	Experimental
	Cognate
	EF2
	3 trials
	30
	67.55
	20.06
	60.06 – 75.04

	
	
	
	7 trials
	30
	69.71
	17.74
	63.08 – 76.34

	
	
	EF4
	3 trials
	30
	79.16
	20.76
	71.40 – 86.91

	
	
	
	7 trials
	30
	84.64
	13.08
	79.75 – 89.53

	
	
	20 minutes
	3 trials
	30
	69.64
	22.17
	61.36 – 77.91

	
	
	
	7 trials
	30
	70.79
	22.19
	62.50 – 79.07

	
	
	6 months
	3 trials
	18
	35.03
	24.04
	23.08 – 46.99

	
	
	
	7 trials
	18
	36.90
	21.62
	26.14 – 47.65

	
	Non-cognate
	EF2
	3 trials
	30
	51.04
	26.99
	40.96 – 61.12

	
	
	
	7 trials
	30
	41.42
	23.37
	32.70 – 50.15

	
	
	EF4
	3 trials
	30
	72.17
	22.66
	63.71 – 80.63

	
	
	
	7 trials
	30
	55.11
	26.21
	45.32 – 64.90

	
	
	20 minutes
	3 trials
	30
	40.46
	25.73
	30.85 – 50.07

	
	
	
	7 trials
	30
	40.56
	18.56
	33.63 – 47.49

	
	
	6 months
	3 trials
	18
	9.62
	12.74
	3.29 – 15.95

	
	
	
	7 trials
	18
	12.17
	19.10
	2.67 – 21.66

	Control
	Cognate
	EF2
	3 trials
	15
	12.32
	17.34
	2.72 – 21.93

	
	
	
	7 trials
	15
	5.00
	7.64
	0.77 – 9.23

	
	
	EF4
	3 trials
	15
	11.18
	12.63
	4.18 – 18.17

	
	
	
	7 trials
	15
	5.40
	10.01
	-0.15 – 10.94

	
	
	20 minutes
	3 trials
	15
	10.00
	12.17
	3.27 – 16.74

	
	
	
	7 trials
	15
	6.08
	9.50
	0.81 – 11.34

	
	Non-cognate
	EF2
	3 trials
	15
	1.89
	4.67
	-0.70 – 4.47

	
	
	
	7 trials
	15
	1.11
	4.30
	-1.27 – 3.49

	
	
	EF4
	3 trials
	15
	1.89
	4.67
	-0.70 – 4.47

	
	
	
	7 trials
	15
	1.11
	4.30
	-1.27 – 3.49

	
	
	20 minutes
	3 trials
	15
	1.89
	4.67
	-0.70 – 4.47

	
	
	
	7 trials
	15
	1.11
	4.30
	-1.27 – 3.49


Note. EF2 and EF4 refer to the tests that took place during the price comparison task after two and four exposures respectively. 20 minutes and 6 months are the retention intervals for the two post-tests.



Appendix 2: Model comparisons
Tables B and C contain the model comparisons we performed for finding the best random-effects structures for our learning model (Table B) and retention model (Table C).

Table B. Comparing models with different random slopes for modelling the learning data.
	Random slope
	Converged?
	AIC
	Test statistics
	All dimensions supported?
	Include in model?

	None
	Yes
	6999.5
	N/A
	Yes
	N/A

	G | W
	Yes
	6579.1
	χ2 = 424.37, 
df = 2, p < .001
	Yes
	Yes

	CS | P
	Yes
	6427.6
	χ2 = 155.52,
df = 2, p < .001
	Yes
	Yes

	EF | W
	Yes
	6363.8
	χ2 = 69.73,
df = 3, p < .001
	Yes 
	Yes

	EF | P
	Yes
	6308.6
	χ2 = 61.26, 
df = 3, p < .001
	Yes
	Yes

	L | W
	Yes
	6015.2
	χ2 = 301.43, 
df = 4, p < .001
	Yes
	Yes

	L | P
	Yes
	5751.2
	χ2 = 271.95, 
df = 4, p < .001
	Yes
	Yes

	G : EF | W
	Yes
	5751.2
	χ2 = 10.01, 
df = 5, p = .07
	Yes 
	No

	CS : EF | P
	Yes
	5742.5
	χ2 = 18.66, 
df = 5, p = .002
	Yes
	Yes

	G : L | W
	Yes
	5679.3
	χ2 = 73.22, 
df = 5, p < .001
	Yes
	Yes

	CS : L | P
	Yes
	5429.5
	χ2 = 261.84, 
df = 6, p < .001
	Yes
	Yes

	EF : L | W
	Yes
	5375.8
	χ2 = 65.68, 
df = 6, p < .001
	Yes 
	Yes

	EF : L | P
	Yes
	5355.6
	χ2 = 34.17, 
df = 7, p < .001
	Yes
	Yes

	[bookmark: _GoBack]CS : EF : L | P
	Yes
	5355.0
	χ2 = 16.65, 
df = 8, p = .03
	Yes
	Yes


Note. CS = Cognate status, EF = Exposure frequency, G = Group, P = Participant, L = Lag, W = Word. All models had the same fixed-effects structure, and random intercepts for participants and words: (Number of correct phonemes, Number of incorrect phonemes) ~ G + CS + EF + L + G:CS + G:EF + G:L + (1 | P) + (1 | W). All models were compared to the model in the row directly above, provided all criteria for including that above random slope in the model were met. Significant p-values are printed in bold.

Table C. Comparing models with different random slopes for modelling the retention data.
	Random slope
	Converged?
	AIC
	Test statistics
	All dimensions supported?
	Include in model?

	None
	Yes
	7687.6
	N/A
	Yes
	N/A

	CS | P
	Yes
	7566.2
	χ2 = 125.41, 
df = 2, p < .001
	Yes
	Yes

	RI | W
	Yes
	7088.2
	χ2 = 487.99, 
df = 5, p < .001
	Yes
	Yes

	RI | P
	Yes
	6891.4
	χ2 = 210.82, 
df = 7, p < .001
	Yes 
	Yes

	L | W
	Yes
	6668.6
	χ2 = 230.74, 
df = 4, p < .001
	Yes
	Yes

	L | P
	Yes
	6571.1
	χ2 = 107.58, 
df = 5, p < .001
	Yes
	Yes

	CS : RI | P
	Yes
	6502.0
	χ2 = 95.10, 
df = 13, p < .001
	Yes
	Yes

	CS : L | P
	Yes
	6266.9
	χ2 = 251.00, 
df = 8, p < .001
	No
	No

	RI : L | W
	Yes
	6326.8

	χ2 = 197.13, 
df = 11, p < .001
	Yes
	Yes

	RI : L | P
	No
	N/A
	N/A
	N/A
	No


Note. CS = Cognate status, G = Group, L = Lag, P = Participant, RI = Retention interval, W = Word. All models had the same fixed-effects structure, and random intercepts over participants and words: (Number of correct phonemes, Number of incorrect phonemes) ~ CS + RI + L + (1 | P) + (1 | W). All models were compared to the model in the row directly above, provided all criteria for including that above random slope in the model were met. Significant p-values are printed in bold.


Appendix 3: Explorative models
In this appendix, we ran additional models to explore all possible interaction effects, of whom at least some seemed to be present in a visual inspection of Figure 1 from the main article. For readability, Figure 1 is reprinted here as Figure A.
[image: ]
Figure A. Mean scores across four testing moments (EF = Exposure frequency). Error bars represent 95% confidence intervals based on a bootstrap. 

Visual inspection of Figure A suggests that there was an interaction between Group, Cognate status, Exposure frequency and Lag during the learning phase: In the experimental group the scores for cognate words were higher when learned with a lag of seven rather than three trials, but for non-cognate words it was the other way around. The effect of Lag also seemed stronger after four exposures as compared to after two. To investigate these potential interactions, the explorative learning model had a fixed-effects structure that included all possible interactions between the fixed effects. The random-effects structure was identical to that of the hypothesis-based model as reported in the main text and Appdendix 2. The maximum number of iterations was set to 1,000,000 (because the number of iterations is a function of the numbers of parameters, and should not be less than ten times the number of parameters squared; Bates, Mächler, Bolker & Walker, 2015). The results are shown in Table D. 

Table D. Outcomes of the explorative learning model. 
	Fixed effects

	Logit

	Odds ratio
	Std. error
	z

	p


	(Intercept)
	2.36
	10.64
	0.76
	3.11
	.002

	G = Control
	-11.07
	< .001
	2.13
	-5.19
	< .001

	CS = Non-cognate
	-2.29
	0.10
	0.95
	-2.40
	.02

	EF = 4 times
	2.19
	8.90
	0.60
	3.62
	< .001

	L = 7 trials
	0.01
	1.01
	0.76
	0.02
	.99

	G = Control : CS = Non-cognate
	-3.15
	0.04
	2.59
	-1.22
	.22

	G = Control : EF = 4 times
	-3.03
	0.05
	1.05
	-2.88
	.004

	G = Control : L = 7 trials
	-4.82
	0.008
	3.32
	-1.45
	.15

	CS = Non-cognate : EF = 4 times
	0.66
	1.93
	0.78
	0.84
	.40

	CS = Non-cognate : L = 7 trials
	-0.82
	0.44
	1.11
	-0.74
	.46

	EF = 4 times : L = 7 trials
	-0.78
	0.46
	0.82
	-0.95
	.34

	G = Control : CS = Non-cognate : EF = 4 times
	-1.35
	0.26
	1.83
	-0.73
	.46

	G = Control : CS = Non-cognate : L = 7 trials
	1.00
	2.71
	5.32
	0.19
	.85

	G = Control : EF = 4 times : L = 7 trials
	1.75
	5.74
	1.62
	1.08
	.28

	CS = Non-cognate : EF = 4 times : L = 7 trials
	-0.75
	0.47
	1.00
	-0.75
	.45

	G = Control : CS = Non-cognate : EF = 4 times : L = 7 trials
	2.75
	15.66
	3.18
	0.87
	.39

	Random effects
	Variance
	Std. dev.

	Participant
	(Intercept)
	5.12
	2.26

	
	CS = Non-cognate
	4.39
	2.10

	
	EF = 4 times
	1.79
	1.34

	
	L = 7 trials
	5.43
	2.33

	
	CS = Non-cognate : EF = 4 times
	3.55
	1.89

	
	CS = Non-cognate : L = 7 trials
	15.79
	3.97

	
	EF = 4 times : L = 7 trials
	5.90
	2.43

	
	CS = Non-cognate : EF = 4 times : L = 7 trials
	6.95
	2.64

	Word
	(Intercept)
	10.46
	3.24

	
	G = Control
	45.79
	6.77

	
	EF = 4 times
	4.19
	2.05

	
	L = 7 trials
	7.63
	2.76

	
	G = Control : L = 7 trials
	121.04
	11.00

	
	EF = 4 times : L = 7 trials
	6.49
	2.55


Note. The intercept represents the following combination of predictor levels: G [Group] = Experimental, CS [Cognate status] = Cognate, EF [Exposure frequency] = 2 times, L [Lag] = 3 trials. Colons (:) represent interactions but not lower-order effects, equal signs (=) signal the level of a categorical variable. Significant p-values are printed in bold.

The first thing to note is that those effects that were already estimated with the hypothesis-based model seem quite robust. In other words, the explorative model that included all possible interactions for the most part yielded similar logit estimates, and the significance of the effects was the same across the two models. None of the additional interactions reached significance. 
We also ran an explorative model containing all possible fixed-effects interactions for the retention phase. Like the hypothesis-based retention model, this model was computed with the data of the experimental group only. The outcomes are given in Table E.


Table E. Outcomes of the explorative retention model. 
	Fixed effects
	Logit
	Odds ratio
	Std. error
	z
	P

	(Intercept)
	4.04
	56.64
	0.80
	5.04
	< .001

	CS = Non-cognate
	-1.55
	0.21
	1.00
	-1.55
	.12

	RI = 20 minutes
	-2.14
	0.12
	0.51
	-4.19
	< .001

	RI = 6 months
	-5.83
	0.003
	1.15
	-5.07
	< .001

	L = 7 trials
	-0.41
	0.67
	0.62
	-0.66
	.51

	CS = Non-cognate : RI = 20 minutes
	-0.60
	0.55
	0.58
	-1.04
	0.30

	CS = Non-cognate : RI = 6 months
	-4.90
	0.007
	2.13
	-2.30
	.02

	CS = Non-cognate : L = 7 trials
	-1.26
	0.28
	0.69
	-1.82
	.07

	RI = 20 minutes : L = 7 trials
	0.40
	1.50
	0.50
	0.81
	.42

	RI = 6 months : L = 7 trials
	0.53
	1.69
	1.16
	0.45
	.65

	CS = Non-cognate : RI = 20 minutes : L = 7 trials
	1.34
	3.81
	0.56
	2.40
	.02

	CS = Non-cognate : RI = 6 months : L = 7 trials
	1.65
	5.20
	1.68
	0.98
	.33

	Random effects
	Variance
	Std. dev.
	
	
	

	Participant
	(Intercept)
	2.37
	1.54
	
	
	

	
	CS = Non-cognate
	1.75
	1.32
	
	
	

	
	RI = 20 minutes
	0.66
	0.81
	
	
	

	
	RI = 6 months
	5.20
	2.28
	
	
	

	
	L = 7 trials
	0.90
	0.95
	
	
	

	
	CS = Non-cognate : RI = 20 minutes
	0.70
	0.84
	
	
	

	
	CS = Non-cognate : RI = 6 months
	28.53
	5.34
	
	
	

	Word
	(Intercept)
	13.40
	3.66
	
	
	

	
	RI = 20 minutes
	2.68
	1.64
	
	
	

	
	RI = 6 months
	23.81
	4.88
	
	
	

	
	L = 7 trials
	4.80
	2.19
	
	
	

	
	RI = 20 minutes : L = 7 trials
	1.88
	1.37
	
	
	

	
	RI = 6 months : L = 7 trials
	24.45
	4.95
	
	
	


Note. The intercept represents the following combination of predictor levels: CS [Cognate status] = Cognate, RI [Retention interval] = 4 exposures (i.e., participants’ scores after 20 minutes and 6 months are compared to their last score from the learning phase), L [Lag] = 3 trials. Colons (:) represent interactions but not lower-order effects, equal signs (=) signal the level of a categorical variable. Significant p-values are printed in bold.

In this case, there is an obvious difference to the hypothesis-based retention model that contained only main effects in the fixed-effects structure: The cognate effect is not significant in the explorative model. However, upon closer inspection this seemingly surprising finding is easy to explain. Because the explorative model included all possible interactions between Cognate status and the other predictors, the main effect of Cognate status (with p = .12) was only computed for EF4 at Lag 3 (in the hypothesis-based model, it was computed by averaging over both exposure frequencies and lags). When we look at Figure A, it can be seen that the experimental participants’ scores for cognates and non-cognates, at EF4 with Lag 3, are close together and have overlapping confidence intervals. However, and in line with Figure A, the output in Table E indicates that the cognate effect was significantly different after six months, as well as after 20 minutes when considering Lag 7.
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Appendix 4: Interpretation of logit and odds ratio
The logit estimates in Tables 4 and 5 in the main text are approximations of the probability that a phoneme in a target word is produced correctly in various conditions (e.g., in cognate versus non-cognate words). The model estimates themselves are not expressed as probabilities, since probabilities always lie between zero and one while the predictions of linear models are not limited to this range. Rather, the estimates are expressed as the logarithm of the odds (‘logit’) by x = log(p / (1 - p)), and can be transformed back to probabilities through the formula p = ex / (1 + ex), where x is the logit and e is a mathematical constant, approximately equal to 2.72. Say we wanted to know how the learning model estimates the probability that participants in the experimental group correctly produce a phoneme in a non-cognate word they were exposed to four times with a lag of three trials. According to the model’s prediction reported in Table 4, the logit would be 2.80 – 3.25 + 1.72 = 1.27, and the corresponding estimated probability would therefore be 2.721.27 / (1 + 2.721.27) = 0.78.
Effect sizes are expressed as odds ratios (ORs). With the exception of the intercept itself, the OR tells us how the odds of correctly producing a phoneme change for one predictor level as compared to the level of that predictor that is represented by the intercept. For example, in Table 4, the odds that a phoneme is produced correctly after four exposures are 5.60 times higher than after two exposures. As far as we know, there are no guidelines yet for interpreting OR magnitudes in L2 research. However, an online search for guidelines in other fields revealed that generally speaking, ORs around 1.5 are interpreted as small, ORs between 2.5-3.5 as medium, and ORs bigger than 4-9 as large (De Vos et al., 2018b). 
ORs under 1 should first be converted before applying the above guidelines. For example, Table 4 shows that the odds to correctly produce a phoneme in a non-cognate word are 0.04 times higher than the odds to correctly produce a phoneme in a cognate word. Thus, this means that the former odds are in fact much smaller than the latter odds. We can turn the tables by dividing 1 by the OR: The odds to correctly produce a phoneme in a cognate word are 25 (i.e., 1/0.04) times higher than the odds to correctly produce a phoneme in a non-cognate word. Thus, ORs of 0.04 and 25 are equivalent, but represent different directions of a certain effect. Overall, the further the OR is removed from 1 (in either direction), the stronger is the effect.
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Appendix 5: Evaluating model fit
Evaluating model fit for logistic models is not straightforward. Plotting raw residuals, as one might do for data with continuous outcomes, is not very informative in this case, as a residuali can only take one of two values, depending on yi (namely 0 or 1). A solution is to create bins of residuals based on their fitted values, and plot the average of each bin (Gelman & Hill, 2007: 97). This was done for the learning model in Figure B, which was created with the ‘arm’ package in R (version 1.9-3; Gelman et al., 2016).
[image: ]
Figure B. Binned residual plot for the learning model.

The x-axis represents the scores estimated by the learning model. There are 45 bins (taking the square root of the number of data points (2022) is the default in R). ±2 standard-error bounds were computed as  (Gelman & Hill, 2007: 97); they would be expected to contain 95% of binned residuals, which indeed seems to be the case. However, it can also be seen that the residuals are not uniformly distributed, as they should be (on average, they have negative values for lower scores, and positive values for larger scores). 
Still, as compared to models with different random-effects structures, our learning model achieved a better fit to the data in terms of log-likelihood. For instance, we ran another hypothesis-based model with a simpler random-effects structure containing only main effects, but no interactions: (Number of correct phonemes, Number of incorrect phonemes) ~ Group * Cognate status + Group * Exposure frequency + Group * Lag + (1 + Cognate status + Exposure frequency + Lag | Participant) + (1 + Group + Exposure frequency + Lag | Word). Its binned residual plot looks a little better (Figure C):

[image: ]
Figure C. Binned residual plot for another learning model with a simpler random-effects structure.

However, our original model fitted the data significantly better (χ2 = 470.22, df = 37, p < .001). The AIC score of the original model was 5355.0 and of the simpler model it was 5751.2 (lower AIC scores represent better models). Thus, we conclude that even though the errors were not uniformly distributed in our original model, it still provided a better fit to our data than a model with a more uniform distribution of errors, and therefore we have reported the results for this best-fitting model in Table 4 in the main article. Reassuringly, the logit estimates and significance values were similar for both of these learning models, and the conclusions drawn from both models would be the same.
	The binned residual plot for the retention model is shown in Figure D.
[image: ]
Figure D. Binned residual plot for the retention model.

Figure D shows that the distribution of the residuals is relatively uniform, which is good. However, the figure also shows that the model struggled when predicting values under ±0.1, which it systematically overestimated (to a lesser extent, this could also be seen for the learning model). Upon further inspection, this is not surprising. Our data set did not contain any observations of scores under 0.14 (except the score of 0, which was assigned when participants could not produce a word). Such a low score, for example 0.10, would mean that a participant produced one out of ten phonemes correctly. Most of our target words were not that long, and it would be unusual anyway to have so little knowledge of a word and still be able to produce something at all.
	Since our model made continuous predictions, it seems that it sometimes predicted some knowledge of words which the participants in reality had zero knowledge of. This pattern in the residuals was also visible in retention models with simpler random-effects structures. Thus, no better alternative was available. However, the situation does not seem to be very problematic, since we were focused on investigating contrasts rather than the absolute values of predictions. 
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Appendix 6: Analysis of individual differences
[bookmark: _Hlk511296201]In this appendix, we will look into individual differences between participants. Figure E shows a histogram of the scores, averaged over words, that were obtained after two exposures in the price comparison task. Most participants in the control group either scored at zero or close to zero. The scores in the experimental group are relatively normally distributed, with no real outliers. 

[image: ]
Figure E. Histogram of average participant scores obtained after two exposures, split by Group.

As described in the main article, we tested the participants on a variety of measures to identify individual differences. We can use these outcomes to gain more insight in the relationship between individual characteristics and L2 word learning abilities. In this analysis, we will use the data from the experimental group only, because the control group did not have actual opportunities to learn words. Table F shows the correlations between the measures of individual differences and the learning scores after two exposures. The correlations between the measures of individual differences are also shown. We used Pearson’s correlation coefficient (rp) if the data of both measurements were normally distributed (as shown by a Shapiro-Wilk test), and Spearman’s rho (rs) otherwise.

Table F. Correlations between measurements (experimental group only). 
	
	Score (EF2)
	Age
	Years of learning Dutch
	Self-rated proficiency
	Amount of daily exposure to Dutch
	Number of other languages known
	Dutch vocabulary (LexTALE)
	Phonological working memory

	Score (EF2)
	-
	-
	-
	-
	-
	-
	-
	-

	Age
	rs = .52
p < .001
	-
	-
	-
	-
	-
	-
	-

	Years of learning Dutch
	rs = .43
p < .001
	rs = .68
p < .001
	-
	-
	-
	-
	-
	-

	Self-rated proficiency
	rs = .50
p < .01
	rs = .44
p = .02
	rs = .37
p = .04
	-
	-
	-
	-
	-

	Amount of daily exposure to Dutch
	rs = .26
p = .16
	rs = .05
p = .78
	rs = .06
p = .74
	rs = .36
p = .054
	-
	-
	-
	-

	Number of other languages known
	rs = .20
p = .29
	rs = .00
p = .99
	rs = -.13
p = .48
	rs = -.02
p = .91
	rs = -.01
p = .94
	-
	-
	-

	Dutch vocabulary (LexTALE)
	rs = .34
p = .06
	rs = .39
p < .01
	rs = .14
p = .46
	rs = .26
p = .17
	rs = .12
p = .53
	rs = .16
p = .40
	-
	-

	Phonological working memory
	rp = -.23
p = .23
	rs = -.35
p = .06
	rs = -.33
p = .07
	rs = -.13
p = .50
	rs = -.16
p = .40
	rs = -.17
p = .37
	rp = .09
p = .64
	-


Note. n = 45, except for the correlations involving phonological working memory, where n = 44 because one participant did not complete the phonological working memory test. p-values under .05 are printed in bold (one might still want to apply a correction for multiple testing).

As can be seen, three predictors significantly predicted L2 word learning abilities: Age, Years of learning Dutch, and Self-rated proficiency. These findings are in line with the so-called Matthew effect (“the rich get richer”). In the current context, this means that more proficient learners have an advantage when it comes to L2 word learning. Such advantages have often been found in the literature (e.g., Montero Perez, Peters & Desmet, 2014; Vidal, 2011; Vulchanova, Aurstad, Kvitnes & Eshuis, 2015). In our own data, we also see that Dutch vocabulary size was weakly related to word learning with rs = .34, although this predictor did not reach significance.
The predictors of Age, Years of learning Dutch, and Self-rated proficiency are all correlated among themselves as well, the highest correlation being rs = .68 between Age and Years of learning Dutch. This correlation likely is explained by the fact that most of the participants started to learn Dutch around the age of 19, after having finished high school and having moved to the Netherlands to study at university. In general, learners who have spent more years learning Dutch on average will be older and more proficient in Dutch.
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Appendix 7: Analysis of target items
Figure F below shows the average scores per word in the experimental group. The darker part of each bar represents the average score over participants after two exposures, and the lighter part of each bar represents the participants’ scores after four exposures. The number to the right of each bar indicates for how many participants the particular word was included in their set of unknown target items. Since there were 30 participants in the experimental group, and half of them learned cognates in a given semantic category and the other half non-cognates, the maximum possible n in Figure F is 15. 
	As an example, the second word in the graph, ‘garde’ (English: ‘whisk’), was part of the target item set of 15 participants. This means that none of the 15 participants who were pre-tested on this item knew it productively in advance of the experiment. For all these participants, ‘garde’ was selected as one of the six to-be-learned words in the household semantic category.  In contrast, the first word, ‘vijl’ (English: ‘file’), was in the target item set for only one participant. This means that this particular participant already knew one or more of the six default words in the tools semantic category in the pre-test, and this word was replaced by ‘vijl’, which the participant did not know in the pre-test.
The graph is sorted by the average score obtained at after four exposures. It can be seen that at this point, about 30% of the words (from ‘kist’ (English: ‘chest’) onwards) were learned perfectly by all of the participants for whom this word was in their target item set. Apparently, these items were relatively easy. The words from ‘bezem’ (English: ‘broom’) onwards even had been learned perfectly by all participants already after two exposures. There are relatively many cognates among these words. All the non-cognates for which a perfect score was achieved after two exposures were only in the target item set of one participant. Therefore, these estimations are more uncertain and could potentially be flukes.
[image: ]
Figure F. Scores per word (target items only) that were obtained after two and four exposures, averaged over the participants in the experimental group. Dark bars represent scores after two exposures, and light bars represent scores after four exposures.
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