Supplemental material: Statistical procedures
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Descriptive statistics and Hierarchical Linear Modeling (HLM) were computed using IBM SPSS, version 25. Two-sided p<.05 were considered significant. From the origin data set, only cases where both scales of social support were completed at T1 were selected (N= 1443). Further, as we were interested in the course of social support after cancer diagnosis, only patients who became their diagnosis within the last 12 month were included in our analyses (N = 1087).
Because the data conformed to a multilevel data structure in which observations at each measurement time were nested within individuals and centers, three-level (HLM, based on restricted likelihood estimation and with an unstructured covariance structure, was used to evaluate the trajectory of social support (separate models for positive support and detrimental interaction) over time. The advantages of HLM against repeated measures ANOVA are that HLM includes also cases with missing data and reaches reliable results [1].

Course of social support (model 1-3)
At Level 1 (the time level), repeated measures of social support (PS and DI, 3 measures) and an error term were modeled.
At Level 2 (the patient level), between-person models account for individual differences in the level-1 coefficients were included. Level-2 variables were measured at T1 and included demographic and control variables, which were centered (age, time since diagnosis) or dummy coded (marital status, tumor entity, metastasis). All variables were successively included in the model. In a further step, we also included baseline depressive symptoms to analyze the influence of psychological burden in the course of social support.
At Level 3 (the center level), the effects of centers were modeled as a random intercept.

Course of depression//anxiety symptoms/distress/ MQoL / PQoL (model 4-7)
At Level 1, we modeled the repeated measures of depression symptoms/anxiety symptoms/distress/ MQoL / PQoL and an error term.
At Level 2, we included the baseline social support scores (z-transformed) and individual characteristics (sex, age, sex × age, marital status, time since diagnosis, metastasis, and tumor entity). We also included an interaction term of baseline PS and DI.
At Level 3, we modeled effects of centers as a random intercept (model 4-7). To investigate the influence of social support (baseline scores) on the depending variables, we excluded the baseline scores of social support at Level 2 (PS, DI and PS × DI) and compared these models to models 4–7. 

Differences between models, using ML estimation, were calculated using the differences between -2LL and df, based on the fomula [2]:

dfchange = kold – knew

, as explained variance due to inclusion of the level 2 regressors, was calculated based on the formula[2]: 
 = (unrestricted error – restricted error) / unrestricted error.
Error terms in our analyses are based on the first measurement point.


Trajectory Analysis Methods
To identify subgroups showing a similar course we used group-based trajectory analysis. This method is based on a multinomial modeling strategy to identify multiple trajectories, allowing for the detection of distinct outcome groups. A censored normal model was used, which is applicable for scales with a pre-specified range and accumulation at the minimum and maximum of this range. We considered between two and six trajectories (subgroups). Each trajectory was allowed to follow a polynomial up to grade four. The best model was selected by the Bayesian information criterion (BIC) in combination with the group size. 
Individuals are assigned to the trajectory with the maximum probability. Ideally, this probability is close to 1, suggesting only a small chance that the individual could belong to a different trajectory than the one assigned. Nagin suggests that the average posterior probability in each trajectory should be at least 0.7 [3]. This average posterior probability is also taken into account for model selection.
To investigate the association between baseline covariates and the membership in a specific subgroup we used three steps. First, we selected the trajectory as described above. Then we used a multivariable regression model to investigate the association between classification and covariates. Significant predictors of the assignment were identified. As a last step, we used again a trajectory analyses which include all combinations of the before identified covariates. The best model was again selected by the Bayesian information criterion (BIC) in combination with the group size and the posterior group probability.
The analyses were done using SAS 9.4 and the procedure PROC TRAJ [4, 5].
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