Appendix
Table A1: Details of the Real world Data Sets:  stands for the number of data points, stands for the number of covariates
	Data Set Name
 (

	Description
	Source

	Horse Shoe Crab Data 
	Each female horseshoe crab in this study had a male crab attached to her in her nest. The study investigates factors that affect on attracting any other male crabs called satellites. 

Response variable: number of satellites.

Covariates: shell width (cm),
color,
spine condition. 

	 J. Brockmann, Ethology 102:1-21, 1996

	Student Award 
	Response variable: The number of awards earned by students at one high school

Covariates: The type of program in which the student was enrolled (vocational, general or academic),
The score of the final exam in Math.
	https://stats.idre.ucla.edu/r/dae/poisson-regression/

	Fish 
	Response variable: The number of fish caught by visitors in a state park 

Covariates: Number of children in group camper,
Camping one or more nights during stay (0/1) persons,
Number of people in the group

	https://stats.idre.ucla.edu/stata/seminars/regression-models-with-count-data/

	Mussels 
	Response variables: Numbers of species of mussels in 42 rivers, and independent
variables: Area, 


Response variable: Number of Species

Covariates: 
number of stepping stones (intermediate rivers) to 4 major  species-source river systems (Alabama-Coosa (AC), Apalachicola (AP),
St. Lawrence (SL), and 
Savannah (SV)), 
Nitrate Concentration,
Hydronium concentration (10^(-pH)), 
solid residue.
ln(Area).  




	J.J. Sepkoski, Jr., M.A. Rex (1974). "Distribution of Freshwater
Mussels: Coastal Rivers as Biogeographic Islands," Systematic Zoology, Vol. 23, #2, pp. 165-188.


	Accident 
	This study relates to the automobile accident rate, in accidents per million vehicle miles to several potential terms. The data included 39 sections of large highways in the state of Minnesota in 1973

Response variable: 1973 accident rate per million vehicle miles

Covariates: (number of signalized interchanges per mile times len + 1)/len, the number of signals per mile of roadway, 
the speed limit in 1973,
width in feet of outer shoulder on the roadway,
number of access points per mile

	Fox, J. and Weisberg, S. (2011) An R Companion to Applied Regression, Second Edition, Sage.



In the Bayesian approach,  is considered as the mode (most probable values) of the posterior density of hyperparameters  Note that,
 
Where  Our goal is to maximize  in order to find the  is found by maximizing the . That is to maximize the . For simplicity we assume a uniform hyper prior for  and hence will be ignored in subsequent analysis. Therefore, in order to find it is enough to maximize .  (This   is known as the evidence for the hyperparameters)



The second line follows from the equation (2) and (3) in the manuscript. And from equation (5) in the text, we get the final outcome. By taking the log evidence, we get

	

	(A1)



Here,  is the total number of weights of the ANN.
From the reference [25] (page 344, equation 9.34), we know that 
As the error function  is not a quadratic function of the weights, we cannot optimize equation (A1) directly for . From reference [20], we can use an approximation to get the derivative of (A1) with respect to  and hence we get,
	 
	(A2)



Equating this to zero and rearranging equation (A2), we get
	 
	(A3)



The right-hand side of the equation (A3) is equal to  , as the components of the sum in equation (A3) make a contribution near to 1 when  while components for which  make a contribution near to 0. Hence, once a network reach the a local minimum, the hyper parameter values can be re-estimated using, 

