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Details for Size Distortions when Using Properly Studentized Test Statistics:

This online supplement proves the claim made in Section 3 of the main text of the paper that

although a properly studentized test statistic does not have a discontinuity in its asymptotic

distribution under fixed parameters, a test based upon such a statistic and standard normal

critical values has incorrect asymptotic size.

For simplicity, we consider the special case described in the running example for which

v = 1 and we have i.i.d. and conditionally homoskedastic data. We consider the one-sided

version of the testing problem to simplify notation though completely analogous results hold

for the two-sided problem. Consider the post-selection t-statistic for testing H0 : θ = θ0

against the one-sided alternative Ha : θ > θ0:

Tn(θ0) =

√
n(θ̂n,1 − θ0)
σ̂n,1

1 (|tn| ≤ cn) +

√
n(θ̂n,f − θ0)
σ̂n,f

1 (|tn| > cn) ,

where σ̂2
n,1 = σ̂2

e(n
−1∑n

i=1 x
2
i )
−1 and σ̂2

n,f = σ̂2
e(Q̂

−1
n )1,1 with σ̂2

e = n−1
∑n

i=1(yi − h′iα̂n,f )
2.

Hence, we are examining the centered and scaled OLS estimator resulting from a pretest

and are studentizing also according to the pretest. The statistic Tn(θ0) does not exhibit

a discontinuity in its asymptotic distribution as Tn(θ0) converges to a standard normal

random variable under H0 for any fixed DGP (under the specified conditions). However,

this convergence is not uniform in the DGP.
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Theorem. Under H0, (i)-(viii) in the restricted parameter space context of this section and

{γn,h}, Tn(θ0) converges in distribution to a random variable with distribution function

J̃h(x) = Φ(−g2)Φ(g1)Φ

(
x+

h̃1
(1− ρ2h2,2)1/2

)
+ [1− Φ(g2)Φ(−g1)]Φ(x)

+

∫ x

−∞
φ(u)

[
Φ

(
g2 + ρh2,2u

(1− ρ2h2,2)1/2

)
− Φ

(
g1 + ρh2,2u

(1− ρ2h2,2)1/2

)]
du

where h̃1 ≡ −h1,1/[(Ω1/2
h2,1

Q
−1/2
h2,2

)1,1(Q
−1/2
h2,2

)1,1], ρh2,2 ≡ −(Qh2,2)1,2/
√

(Qh2,2)1,1(Qh2,2)2,2, φ(·)
denotes the density function and Φ(·) denotes the distribution function of a standard normal

random variable defined over the extended real line.

Proof: To simplify notation, let σn,ξ = (Q−1γn,h,2,2
Ω

1/2
γn,h,2,1)2,2 and σθ,h2 = (Q−1h2,2Ω

1/2
h2,1

)2,2.

The proof makes heavy use of Proposition A.2 of Leeb and Pötscher (2005) and its proof.

For brevity, we will subsequently refer to this proposition simply as “Proposition A.2”.

To use these results, we divide the proof into four cases: (A) limn→∞
√
nξn/(σn,ξcn) ∈

(−1, 1), (B) limn→∞
√
nξn/(σn,ξcn) ∈ R∞ \ [−1, 1], (C) limn→∞

√
nξn/(σn,ξcn) = 1, (D)

limn→∞
√
nξn/(σn,ξcn) = −1.

Case (A). In this case, g1 = −g2 =∞ so that J̃h(x) = Φ(x + h̃1/(1− ρ2h2,2)
1/2), which is

the limiting distribution function of Tn(θ0) according to 1.(i) of Proposition A.2 given that

σ̂2
n,1

p−→ σ2
θ,h2

(1− ρ2h2,2).
Case (B). In this case, 2.(i) of Proposition A.2 implies that the limiting distribution

function of Tn(θ0) is Φ(x). We now examine three subcases: (I) limn→∞
√
nξn/(σn,ξcn) = −∞,

(II) limn→∞
√
nξn/(σn,ξcn) ∈ (1,∞], (III) limn→∞

√
nξn/(σn,ξcn) ∈ (−∞,−1). In subcase (I),

g1 = −g2 = −∞ so that J̃h(x) = Φ(x). In subcase (II), g1 = g2 =∞ so that J̃h(x) = Φ(x).

In subcase (III), g1 = g2 = −∞ so that J̃h(x) = Φ(x).

Case (C). In this case g1 =∞. We now examine three subcases: (I) g2 = −∞, (II) g2 =∞,

(III) g2 ∈ R. In subcase (I), J̃h(x) = Φ(x+h̃1/(1−ρ2h2,2)
1/2), which is the limiting distribution

of function Tn(θ0) according to 1.(ii) of Proposition A.2 given that σ̂2
n,1

p−→ σ2
θ,h2

(1− ρ2h2,2).
In subcase (II), J̃h(x) = Φ(x), which is the limiting distribution function of Tn(θ0) according

to 2.(ii) of Proposition A.2. In subcase (III),

J̃h(x) = Φ(−g2)Φ

(
x+

h̃1
(1− ρ2h2,2)1/2

)
+

∫ x

−∞
φ(u)Φ

(
g2 + ρh2,2u

(1− h22,2)1/2

)
du,

which is the limiting distribution function of Tn(θ0) implied by the proof of 3. of Proposition

A.2.
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Case (D). The proof for this case is very similar to that for Case (C), relying on the fact

that g2 = −∞, 1.(iii) and 2.(iii) of Proposition A.2 and the proof of 4. of Proposition A.2.

�

The above theorem directly provides us with the least-favorable parameter sequences: those

for which the null rejection probability of the t-test is highest. This will correspond to the

h such that J̃h(x) = 0 for all x ∈ R, i.e., Tn(θ0) diverges under the corresponding drifting

sequences. These sequences are characterized by h̃1 = −∞ and g1 = −g2 =∞. Since Tn(θ0)

diverges under these sequences while the usual critical values, quantiles of a standard normal

distribution, remain fixed in the sample size, the asymptotic size of the usual test is equal

to one.
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