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Appendix 

Material and methods 

Calculating the range of protons in proton therapy is done via the stopping power, defined as the energy lost per 

unit distance. For a given medium, this can be calculated theoretically via the Bethe equation [1]  
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where  is the electron density, e is the electron charge,  the electron mass and u the atomic mass unit, v  the 

velocity and z the charge of the projectile. I is the mean excitation energy of the medium and . 

For compounds, the mean excitation energy is typically calculated via the Bragg additivity rule [2]. This is 

generally reasonably accurate, but for some low-Z materials it can show deviations of up to 50% [3]. 

In order to estimate the uncertainty associated with calculated stopping power, the data from [4] was used in this 

work. 

Hünemohr et al [4]  measured stopping power of their phantom inserts experimentally. This was done by 

measuring the range of a 200MeV/u 12C ion beam in a water column after penetrating one of the inserts. They also 

reported the stoichiometric composition of the phantom compounds. The data from their work can thus be used 

to estimate the discrepancy between calculated and measured stopping power. By comparing the theoretical 

stopping power with the measured, and taking the experimental precision into account, the uncertainty of using 

theoretical values can be calculated through 
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where  is the experimental uncertainty and  is the root mean square of the difference between the 

measured and calculated stopping power. 
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Stopping power estimation from SECT 

The Hounsfield units (HU) obtained in x-ray CT are a transformation of the attenuation coefficients of the 

materials scanned. This can be calculated by 
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where  and   are the energy dependent photo-electric, Klein-Nishina, and coherent scattering 

coefficients respectively and  is the atomic number of the ith element with relative contribution  to the mass 

of the material made of N elements and with mass density . m and n are constants and are typically given the 

values 2.86, and 4.62 respectively [5]. 

Due to the large dependence on the atomic number, it is clear that no direct relation can be established between x-

ray attenuation units and stopping power.  

This is further complicated by the fact that the attenuation measured in x-ray CT is a weighted average from a 

spectrum of energies, rather than a mono-energetic contribution. The simplest approach relies on a piece-wise 

linear relation based on measurements of HU and stopping power of a phantom. The problem with this approach 

is that the stoichiometric composition of the phantom materials is rarely a good substitute for human tissue. 

Instead, state of the art is the stoichiometric method [6]. For a photon spectrum, the HU are 
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where  and  [7]. Here , ,  and  indicate the fraction and atomic weight of 

hydrogen and oxygen in water.  indicates the spectrum averaged quantity, indicating that  and  are 

dependent on the x-ray spectrum and therefore the specific CT scanner. 

In the stoichiometric method, a phantom with inserts which need not be human  tissue equivalent, but with known 

,  and  is scanned.  and  are then found by fitting to equation 4. Theoretical HUs and stopping 

power relative to water are calculated for a number of reference tissue compositions taken from [8] using equation 
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4. A piece-wise linear relation, consisting of 4 segments is then fitted to this. For tabulated human tissue 

compositions [8] , this yields estimates accurate within 3.5%  for 95% of all patients [9]. 

Stopping power estimation from DECT 

In DECT, attenuation coefficients for two x-ray spectra are obtained, either by scanning the patient with two 

different energies or by employing detectors with differential energy response. This allows for the calculation of the 

electron density and mean excitation potential needed to calculate stopping power from equation 1 

Electron density 

Saito [10] introduced the dual energy subtracted quantity  
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where  and  are the Hounsfield values obtained from the high and low energy spectra respectively 

and  is a scanner specific weighting factor. A linear relation between this quantity and electron density was then 

established  
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 and  can then be obtained via a calibration, while  is chosen to minimize the residuals in the calibration 

scan. 

The method was subsequently shown to have an accuracy of better than 1.0% for most materials [11]. 

 

I-value 

Equation 3 is valid for a single photon energy only, whereas the HUs measured in a CT scanner are the result of a 

full photon spectrum.  

In [12], it was suggested that the HUs could be approximated for human tissues by 

 7) 



4 

where  is the material density. A(S), B(S) and C(S) are energy response weighted averages of the K factors from 

equation 3 and are dependent on the x-ray spectrum S.  is the weighted average atomic number of the 

material in a given CT voxel. 

For a DECT scan, the ratio between the scans is then given by 
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Yang et al [13] established an empirical correlation for human tissues between the effective atomic number and the 

logarithm of the I-value through a piece-wise linear relation 

 

where  and  are model parameters. In this work, we use two sections (( ) and ( )) fitted 

to the tissues from [8][8]. Only one human tissue material (thyroid) is present in the remaining region, for which a 

constant value is then used.  

The relevant SECT and DECT calibration functions are presented in Fig. A1. 

Proton CT based stopping power estimation 

In proton CT, high energy protons are shot through the patient and their kinetic energy recorded on the other side. 

Based on the continuous slowing down approximation (CSDA), the water-equivalent path-length (WEPL) can 

then be calculated for each individual proton via the equation  
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Here  and  are the kinetic energies of the proton before and after penetrating the object. 

Transforming energy loss into WEPL makes the reconstruction problem linear, similar to what the log-transform 

does for standard x-ray CT. The water-equivalent stopping power (WESP) can then be reconstructed by iterative 

or direct methods. In this work, we used an iterative reconstruction method previously described [14] which solves 

the minimization problem  
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where b is a vector containing the WEPLs for the individual protons and x is the image to be reconstructed. 

A is the linear system transform, performing the line integral of each proton through the image.  

Here, the proton trajectories were modelled via cubic splines to account for scattering, as suggested in [15]. Note 

that the reconstruction is based on the assumption that the ratio between the stopping power of water and the 

stopping power of other materials is constant with energy.  

This would be accurate if all materials had the same I-value. Schulte et al [16] state that for adipose tissue and 

compact bone this results in an error of up to 2%, while for muscle the error is virtually zero. However, the 

majority of this error happens close to the proton end range, and before the last 2.5cm of the proton range the 

error is less than 0.5%. 

The reconstructions were performed on a Geforce GTX Titan BLACK GPU (NVIDIA, Santa Clara, USA) using 

the Gadgetron framework [17]. 

 

Monte Carlo Simulation 

Digital replicas of the Gammex and CIRS phantoms, described in the main manuscript, were made in the Monte 

Carlo code Geant4 [18]. The EM standard 3 physics list was used for all atomic interactions, including range 

straggling and multiple scattering. The hadron inelastic QBBC physics list was used for nuclear fragmentation. 

Production of secondary electrons, positrons, and photons was disabled to increase calculation speed, as these 

would have no impact on the scan. Each phantom was scanned using a uniform field of 250MeV protons at a CT 

equivalent dose index (CTEDI) [14] of 10 mSv.  

An energy spread of =0.5MeV  was used, which is well within what can be achieved clinically [19]. For the 

purpose of a comparison, a realistic modelling of a proton CT scanner is important. This work is based on the 

setups and detectors used in [20]  and [21] (see Figure A2).  

During the simulation, the detectors had 100% efficiency and perfect accuracy. Noise, corresponding to what can 

be achieved with real detectors, was then added post-simulation. To register position and direction of the protons, 

we assumed that four silicon strip detectors, each 200µm thick, were placed pair-wise on each side of the phantom.  

Following [21], the distance between the detectors in each pair was 5.0cm. xy=200µm was added to the data from 

all four silicon detectors, based on the pitch reported in the literature [20, 21]. We assumed that a YAG:Ce 
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calorimeter was placed after the last position detector. This was modelled after the PRIMA calorimeter, and 

detector response and noise were done following [20]. 

Based on a fit of the experimental characterization, noise corresponding to   
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was added to the calorimeter data post simulation. 
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  Supplementary Figure 2.     Setup of the proton CT simulation, modelled after Sadrozinski et   al. [20] and Sipala et   al [21].  
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  Supplementary Figure 1.     Calibration curves for single and dual energy CT. Top left: Ratio between the high and low kVp HU values in 
the dual energy CT, fi tted to effective atomic number, corresponding to the DECT calibration. Top right:  Δ HU for the dual energy CT, 
fi tted to electron density, corresponding to the DECT calibration. Bottom left: Effective atomic number fi tted to the mean excitation 
energy (I-value) for tissues from [13]. Upward and downwards triangles indicate the theoretical values for the CIRS and Gammex phantom 
respectively, added for reference. Bottom right: HU value fi tted to relative stopping power via the stoichiometric method for single energy 
CT, corresponding to the stoichiometric SECT calibration.  


