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1 Technical Proofs1

In this section we present the technical proofs of Lemmas 2-4.2

Lemma 2 : Suppose X1, X2, . . .Xn are random samples from a population which con-3

sists of two components. The dominating population has mean µ1 and variance4

σ1
2, while µ2 and σ2

2 are the mean and variances of the outlying population. Let5

π(> 1/2) be the mixing proportion and let c1, c2 be the coefficients of variation of6
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the dominating and outlying population with the assumption c1, c2 < 1/3. Then7

√
n (Mα

α − θ∗)√
V ∗

→ Z ∼ N(0, 1), as n → ∞

where8

θ∗ = πµ1
α

[
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V ∗ =
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πµ1
2α
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α(2α− 1)σ2

1
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1
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+ (1− π)µ2
2α
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2
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−
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α
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α
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2
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2

]]2

.

Proof: If X1, X2, . . .Xn are random observations from the distribution F = πF1+9

(1− π)F2, 0 < π < 1, then10

EF

(

1

n

n
∑

i=1

Xi
α

)

= πEF1

(

1

n

n
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α
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n
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.

Using the results of Lemma (1), we have11

EF

(

1

n

n
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i=1

Xi
α

)

≈ πµ1
α
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α(α− 1)σ2

1

2µ2

1
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+ (1− π)µ2
α
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α(α− 1)σ2
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2
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= θ∗ (say)

and12

VF

(

1

n

n
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Xi
α

)

=
V ∗

n

where13

V ∗ = VF (Xα
1
)

= EF

(

X2α
1

)

− [EF (Xα
1
)]2

=
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πEF1

(

X2α
1

)
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1
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1
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1
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−
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.

Here Mα
α = T =

1

n

n
∑

i=1

Xi
α. Then by Central limit theorem, we can say that14

√
n(Mα

α − θ∗)√
V ∗

→ Z ∼ N(0, 1), as n −→ ∞.
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Lemma 3: Under the assumptions stated in Lemma 2, we have15

(Mα − θ∗∗)√
V ∗∗

→ Z1 ∼ N(0, 1), as n → ∞

where16

θ∗∗ = θ∗
1

α

=

[

πµ1
α

(

1 +
α(α− 1)σ2

1

2µ2

1

)

+ (1− π)µ2
α

(

1 +
α(α− 1)σ2

2

2µ2

2

)]
1

α

and17

V ∗∗ =
1

nα2
θ∗

2

α
−2V ∗.

Proof:18

Let Tn be a statistic based on X1, X2, . . .Xn such that19

(Tn − θ0)

σ0

→ Z ∼ N(0, 1), as n → ∞

and g(Tn) is a continuous function of Tn. Then by delta method, the asymptotic20

distribution of g(Tn) is also Normal with mean g(θ0) and variance σ2

0
[g′(θ0)]

2, i.e.21

(g(Tn)− g(θ0))

σ0g′(θ0)
→ Z1 ∼ N(0, 1), as n → ∞.

Here Tn = Mα
α and g(Tn) = Mα = Tn

1

α . Thus, g′(Tn) =
1

α
Tn

1

α
−1 Again, σ0

2 =
V ∗

n
22

and θ0 = θ∗. Hence the desired result follows.23

Lemma 4: Suppose we have a mixture of two populations (without any reference to a24

dominating or an outlying population) with respective means µ1 and µ2, standard25

deviations σ1 and σ2 and coefficients of variation c1 and c2. Without loss of gener-26

ality, let c1 < c2. If cp denotes the pooled coefficient of variation of the combined27

set, then either cp
2 > max{c1, c2} or c1

2 < cp
2 < c2

2. This indicates that cp
2 is28

higher than c2.29
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Proof: Let π be the proportion of observations from the first population. Then30

the mean and variance of the combined population are given respectively by31

µ = πµ1 + (1− π)µ2,

σ2 = πσ1
2 + (1− π)σ2

2 + π(1− π)(µ1 − µ2)
2.

So,32

cp
2 =

σ2

µ2

=
πσ1

2 + (1− π)σ2
2 + π(1− π)(µ1 − µ2)

2

(πµ1 + (1− π)µ2)
2

=
c1

2µ1
2

1−π
+ c2

2µ2
2

π
+ (µ1 − µ2)

2

(
√
π√

1−π
µ1 +

√
1−π√
π
µ2)

2
.

Therefore, after some algebraic manipulations, we have33

cp
2 − c1

2 =
c1

2 (µ1
2 + µ2

2 − 2µ1µ2) +
µ2

2

π
(c2

2 − c1
2) + (µ1 − µ2)

2

(
√
π√

1−π
µ1 +

√
1−π√
π
µ2)

2

=
(µ1 − µ2)

2(1 + c1
2) + µ2

2

π
(c2

2 − c1
2)

(
√
π√

1−π
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√
1−π√
π
µ2)

2
.

Since, c1 < c2, it follows that cp > c1, since the remaining terms are all positive.34

Similarly, we found35

c2
2 − cp

2 =
−(µ1 − µ2)

2 + 2µ1µ2c2
2 + µ1

2

1−π
(c2

2 − c1
2)− c2

2(µ1
2 + µ2

2)

(
√
π√

1−π
µ1 +

√
1−π√
π
µ2)

2
.

Thus, c2
2 > cp

2 according as36

µ1
2

1− π
(c2

2 − c1
2) > (µ1 − µ2)

2(1 + c2
2)

or, (µ1 − µ2)
2 <

µ1
2

1−π
(c2

2 − c1
2)

(1 + c22)
.
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