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Statistical measures of diagnostic accuracy
Diagnostic test performance is commonly described through four key parameters: true positive (TP), true negative (TN), false negative (FN), and false positive (FP). They can be reflected graphically in a Receiver Operating Characteristics (ROC) curve. As illustrated in Supplementary Figure 1, if a disease is present in a patient, and the given diagnostic test is also positive for disease, the test result is TP. Likewise, if a disease is absent in a patient, and the diagnostic test is negative, the test result is TN.

Accuracy is calculated as the sum proportion of true results, either true positive or true negative, in a population.1 Sensitivity is the proportion of true positives that are correctly identified, and specificity is the proportion of true negatives that are correctly identified.1 Although these are widely applied and familiar concepts to clinicians, they are not without their drawbacks. The calculated example in Supplementary Figure 1 depicts a pool of 10,000 patients with diabetes, where an assumed prevalence of diabetic retinopathy of 16.1 per cent (average across two studies)2,3 indicates 1,610 patients will have diabetic retinopathy. Assuming 80 per cent sensitivity and 95 per cent specificity as has been reported suitable criteria for diabetic retinopathy screening,4,5 1,288 cases and 7,971 normal patients will be correctly identified. Yet 419 normal patients will be falsely identified as having diabetic retinopathy and 322 cases with diabetic retinopathy will be missed. Therefore, actual diagnostic accuracy remains substandard despite high performance measures.
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Supplementary Figure 1. Common measures of diagnostic test performance using principles of signal detection theory: Accuracy, Sensitivity, Specificity, Positive predictive value, Negative predictive value, Area under the Receiver Operating Characteristics curve. The calculated numerical values reference a hypothetical example of diabetic retinopathy screening with 80% sensitivity and 95% specificity in a patient population of n=10,000, described in-text.
Signal detection theory as continuous Gaussian distributions
The relationships between TP, TN, FN and FP may be portrayed using Gaussian distributions comparing the ‘normal’ population and the ‘disease’ population. The ideal diagnostic model (Supplementary Figure 2A) is represented by the criterion, or cut-off, with the highest sensitivity (highest TP rate) together with the highest specificity (lowest FP rate). Theoretically this would imply 100 per cent sensitivity and 100 per cent specificity, provided the two distributions are separated by a sufficient amount. However, such perfect tests do not exist in real life since we expect some failure to separate normal and abnormal patients due to the overlap in the ‘normal’ and ‘disease’ distributions (Supplementary Figure 2A).6 Therefore systems are reported to err towards either higher sensitivity or higher specificity based upon the criterion chosen. 

Different disease conditions should be managed with different criteria for test performance that reflect the clinical consequences of misdiagnosis.6 For example in comparing neovascular age-related macular degeneration against pachychoroid pigment epitheliopathy, the visual prognosis in the event of misdiagnosis is typically much worse in the former than the latter. A diagnostic system for neovascular age-related macular degeneration should therefore aim for higher sensitivity to minimise FN so that fewer patients with disease are missed. Shifting the criterion cut-off to the left will achieve this (Supplementary Figure 2B). Simultaneously, FP will increase as a necessary compromise. Conversely, shifting the criterion cut-off to the right will result in a higher specificity but lower sensitivity diagnostic system (Supplementary Figure 2C). In this way, sensitivity and specificity are often described to “move in different [opposite] directions”.6 A higher sensitivity test would be most reliable and useful when the result is negative, or when ruling out the presence of disease, since it is unlikely to diagnose a diseased patient as negative. On the other hand, a higher specificity test would be most useful when the result is positive, or when ruling in patients with disease.
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Supplementary Figure 2. A) Gaussian distribution showing the relationships between TP/TN/FN/FP. Cut-off A represents the ideal model where β=1. This criterion provides the maximum TP with minimum FP. B) Gaussian distribution showing cut-off B to the left of β=1 (dotted line). This diagnostic system will have a higher sensitivity but lower specificity. C) Gaussian distribution showing cut-off C to the right of β=1 (dotted line). This diagnostic system will have a higher specificity but lower sensitivity.

Area under the ROC curve
Where Gaussian distributions illustrate performance for a single cut-off, the ROC curve plots the connection or trade-off between sensitivity and specificity for every possible cut-off for a diagnostic test.1 ROC curves convey the overall diagnostic ability of a system, and computing the area under the ROC curve (AUC) is one way to summarise it into a single value.7 Supplementary Table 1 reports the general accuracy classification by AUC for a diagnostic system. 
Supplementary Table 1. Accuracy classification by AUC for a diagnostic system.8
	AUC Range
	Classification

	0.5
	No discrimination (diagnostic ability as expected by chance)

	0.7 to 0.8
	Acceptable

	0.8 to 0.9
	Excellent

	0.9 to 1.0
	Outstanding



While AUC is frequently used in the literature to summarise test performance, the metric falls short in terms of its clinical meaning for practitioners. Assume the AUC is 0.8 for the ROC curve in Supplementary Figure 3, where the cut-offs A, B and C correspond to those depicted in the Gaussian distributions in Supplementary Figure 2. Since the points lie on the same curve, all three cut-offs will produce a system of AUC=0.8. However, clearly the clinical performance of these systems will vary as they are each represented by different sensitivity and specificity values. An AUC value on its own must be interpreted with caution.
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Supplementary Figure 3. The ROC graph. i) ROC curve plots sensitivity vs. (1-specificity) for all possible cut-off points, ii) Green curve represents AUC=0.8 in the in-text hypothetical example, iii) Diagonal (purple dotted line) joining coordinates (1,0) and (0,1) represents cut-offs where β=1, iv) Diagonal joining coordinates (0,0) and (1,1) represents “chance classification” or AUC=0.5, v) Shadow area represents “better than chance” classification or AUC>0.5, vi) Coordinate (0,1) represents the perfect model where AUC=1.0 (100% sensitivity, 100% specificity).
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Area under the Receiver Operating Characteristics curve summarises test
performance across all thresholds in the plot of sensitivity against 1-specificity.
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